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This volume contains two chaplers, covering work with production systems in the
areas of self-augmenting systems and problem solving using heuristic search. Chapter 111
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productions. Chapter IV describes an implementation of the classic means-ends problem-
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system, and proceeding to a description of the system and its behavior. There are
sections that discuss issues with respect to the task itself and with respect to the use of
production systems.
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Chapter Iii

A Production System Implementation of EPAM

V4

Abstract. EPAM is a simple mode! of verbal learning that was developed to simulate
certain features of human learning, but it has also turned out to be usetul for certain kinds
of discriminations in Al programs. This chapter describes a production system for EPAM,
tealuring the automatic addition of productions by the basic system to represent
incremental learning of three-letter nonsense syllables. The design of the network
represented by the added productions is discussed and its growth described. Details of
the EPAM produciion system raise several issues with respect to general EPAM variations
and with respect to production system issues such as the right set of production-building
primitives. A comparison of the present program to a similar one by Waterman, using 2
radically different production system architecture, is carried out, highlighting the
advantages of the present one.
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. EPAM

A. Introduction

This chapter describes a production system (PS)e implementation of Feigenbaum’s
EPAM (1963), an glementary perceiving and memorizing system designed to simulate the
learning of simpls nonsense-syllable associations. Each association is a pair of three-letter
syllables, called the stimulys and response. The association is medisted internally by
- memory cues. As pairs are learned a discrimination network is built up to recognize

. stimuli, producing cues, and to recognize cues, producing responses. The following is an
1 example of pairs to be learned: '

Stimulus Response
PUK ' RIN
KOF Lve
POM LuB

The way this works experimentally is that the experimenter gives a stimulus sylisble and
, then a response syllable. On the first pass through the list of pairs, the subject can make
f , no correct responses, but on later passes, he tries to produce the response immediately
after the stimulus is given. Producing a response is apparently achieved by creating first
a discrimination on the stimulus, to produce an interna)l memory cue. The memory cue then
leads by association to data sufficient to produce a response. The only feedback the
! ) subject receives is the correct response. Pairs like the ones above have pitfalls designed
into them. For instance, the syllables "PUK" and "POM" have initial letters the same, and
there is some chance that a subject will confuse them, since the theory says that a subject
will not remember a complete syllable, but rather will be able to discriminate only on the
basis of something like "P--", P followed by something unknown or indistinct. Thus a
second pass through the syllables will be required, to extend that partial discrimination to
something like "P-K* or “P-M", (Psychological evidence dictates against the variants "PU-"
or "PO-", since apparently the outer positions are more easily made use of.) Similarly,
memory cues that are produced as a result of discriminating stimuli are partial, for
instance “R--" or "L--" for the above task. The "R--" cue will suffice to uniquely
determine a response, since no other response syllable starts with R. But the "L--" cue is
ambiguous, and in fact if cues are extended by one letter each time the subject is exposed
to a pair, two more exposures will be required, to extend the cues to "L-B" and then "LUB"
and "LYB" .

The approach here encodes the net as a set of Ps, but otherwise follows closely the
. original mechanisms of discrimination and learning. This is an initial attempt to explore the
mechanisms needed for a PS to add to itself. The task, however, lacks much of what is
interesting about the process of learning, as is indicated by the following attributes: (1)
learning takes place at well-defined times; (2) the Ps on which learning takes place are of
@ rigid format, and are modified in specific fixed ways; (3) the credit-assignment problem is
easy, since the fault may lie in only one of two Ps, the one that discriminates the stimulus,
or the one that discriminates the cue to produce a response.

@ PS will be used to abbreviate production system, plural PSs; P, to abbreviate production,
plural Ps.
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Introduction EPAM

Nevertheless, much care was needed in the design of the program, with several
discoveries along the way that required reworking of a large part of the program design.
These discoveries mainly centered on the program’s corrective action as a resuit of wrong
reply. The initial design and an immediate successor failed to take into account all the
possible combinations of correct and incorrect net Ps that played a part in producing the
reply. (This comment may become clearer after delails of the program are presented.)
Once the details had been worked out more carefully, the program was easily completed to
a satisfectory form. This illustrates the additional difficulties that can be encountered in
designing a program indirectly, by designing a program that produces the program. Also,
the simple description of EPAM in Feigenbaum (1963) fails to touch on mony of the issues
of design that led to the mentioned discoveries.

As background for this description, only the paper by Feigenbaum (1963) is
necessary. There has been no attempt to compare the learning behavior of this program
with any data from human subjects, although in cases where there is slight departure from
the original EPAM design as portrayed in that paper, such a comparison might be useful.
Throughout, EPAM will refer to the present PS version, unless specifically noted.

Section B discusses design alternatives for the representation of discrimination
networks in PSs. Section C explains the workings of the network built by EPAM, avoiding
details of EPAM itself, whose exposition is the subject of Section D. Section E discusses
general issues with respect to both PSs and EPAM-like processes. Section F is a
comparison to Waterman’s EPAM2, which is implemented in a contrasting PS languege.
Section G summarizes, and points out problems for further investigation.
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B. Alternatives in the Design of EPAM Net Productions

EPAM constructs a network of tests that is used to discriminate stimuli in order to
produce the response half of a stimulus-response pair. This network is minimal in & global
sense: it doesn’t build up structures that recognize full syliables, as would be feasible in a
computer program. Rather, it iries to base the network on a small amount of information,
usually building up tests a letter at a time. Actually it does slightly more, adding a
negative test for each positive one, regardless of whether some current task demand can
make use of the negative test. The result is that sometimes the program can know that it
doesn’t know something, because it is making use of a negative test that hasn't been used
before. The program builds the network gradually, with successive passes over the set of
pairs bringing to light the necessary discriminations.

There are several ways to design the system, varying according to the way the net
is represented:

8. Simply using PSs as one would any other language, with the net
represented as a data structure with an interpreter.

b. Code each test in the net as a P; a net memory cycle would involve
perhaps severai P firings; some means of inter-communication
between the Ps would be necessary.

c. Code each association path through the net as an LHS, with each RHS
representing the information stored at terminals of the net.

For the present implementation, alternative c. was chosen, for the following reasons.
With respect to alternative a. the other two alternatives are better, because the focus of
the study was to explore mechanisms for adding new Ps to an existing set. Alternative c.
was judged to be better than b. because it corresponds to an efficient way to compile
LHSs for matching. Such a net representation would be optimal in preventing duplication
of tests on Working Memory. In a system that compiled Ps in this way, EPAM would result
in & network in form as well as in intent. Hayes-Roth and Mostow (1975) have compiled Ps
for speech understanding into such a network.

An additiona! design consideration for alternatives b. and c. is how to keep track of
the information encoded in the network Ps, which is necessary when additions are to be
made to the network.

l. Selected information could be made available at all times in Working
Memory.
il. The same information could be distributed to the RHS of each P,
having it available only when the P fires, and erasing it after use (to
simulate fading of short-term memory in humans). This follows the
principie that long-term information is stored as Ps.
fil. The system could be limited to knowing sbout a P only indirectly
through its effects.
The first two alternatives essentially allow Ps to be inspected and their contents modified
(given the appropriate PS operators), while the last might limit action on Ps to simply
adding more Ps; for instance, Ps might be added to modify the effects of an undesirable P
after they had happened, but before they had been converted to irreversible external

in-3 B.
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B Alternatives in the Design of EPAM Net Productions EPAM

behavior or internal actions. The present approach is a compromise between the first
two: information on a P is kept always in Working Memory, but is used only when the
name of a P is available due to a recent firing of that P. The importance of this
considerstion was not realized until after EPAM was finished, or a cleaner (pure ii.)
spproach would have been used. In any case, the third ulternatwo seems more difficult
and is best left to another time.
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C. An Example of the Building of Net Productions

This saction will go through in detail the building of a simple piece of the network,
emphasizing the network built rather than the building PS process. First, some general
comments are necessary. The network is used to discriminate two types of inputs: stimull
from the outside, and memory cues stored internally in RHSs of Ps. When a stimulys is
presented, a cue may be produced, which in turn is fed into the net, to possibly result in
the essertion of an image which then becomes a reply. (Internally in this program, an
image and a reply are identical, but other models have used different representations, so
the naming distinction is retained here.) An image may be produced in the first firing, and
a cue in the second, but these are erased approprialely. The stimuli sre perceived in
entirety, that is, all three letters of the syllable are available. Each letter is available
separately, associated with a number indicating its position in the syllable. It may be that
not all three fetters will be used in a test, however. Cues are partial, being built up only
as is necessary to produce the proper reply image. That is, a cue consists of one to three
letters with associated positional information. Images are complete, leading to an entire
syllable as a reply, although the wrong one may be produced. No internal information on
an image is used - it is a symbol with neither positional structure nor examinable
components. Strings composed ot letters are taken to be perceptual-motor primitives,
avoiding most details of modeliing translation between modalities of encoding.

A network for a particular set of pairs is learticd in several passes over the set.
After each pair, the net is guaranteed to be correct for that pair but discriminations made
for it may have obscured, or interfered with, previous discriminations, which were not as
detailed. On the first pass, discriminations on the first letter are made. On the second,
those are refined where necessary by adding tests on a second letter, etc. Within a pass,
tests using the same letter in the same position, but in different syllables, may result in
partially going beyond these bounds, because the discriminations extended at one point
may be extended again on encountering similar ones. That is, discriminations are not made
on a "second pass, second letter” basis, but are made flexibly according to specific task
demands. Since the domain here is restricted to three-letter syllables, at most three
passes are required. In accord with the original EPAM, letters are processed in an order
that is not left-to-right, namely, the first letter, then the third, then the second. This 1-3-
2 order will be referred to as the noticing order of syllable letters.

Each P in the net consists of tests on letters of the stimulus or cue, with a standard-
format RHS consisting of optional cue, optional image, and 8 "fired" signal. A typical net P
from the detailed example below is:

PH-2; “NET™ ¢: LETIIV]) & R(V])
=> EXISTS(C1) & FIRED(’PN-1) & IMAGE (CDUNNDY & LETI(C1) & P(CD
& CUETRIPLE (*PN-1,CL1, XX, XX)}

This means: "if letter-1 is R, then emit cue P and image DUNNO.” Note that the LHS test is
in two parts, testing the position of a letter (LET1) and what it is equal to (R). The RHS
has four things representing the cue: EXISTS, which creates 2 new internal token; LETI,
which is positional intormation for the cue letter; P for the letter's value; and CUETRIPLE,
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C. An Example of the Building of Net Productions EPAM

holding information about the cue that is used in matching it, ister in the process. Details
on representation and other aspects are in Section D.

The following is an example of how a set of Ps representing a network will be
displayed in this chapter. This net is the result of learning the three pairs FIB/NUM,
RAM/POR, and PEK/NAM:

(a) b) (c) ()} (o) ) (¢)
1: F R (4 N ; elise
aNUN  w>P-~  w>NRN . aymuu
1? 1 ? ! POR 1 Nun
23 n ®
BYewe
I NAN
i L} 8
[} SET T S
I NAH | NUH

The Ps in the net are represented as columns, with rows representing LHS tests or RHS
actions. The P PM-1 above is column (b). The meanings of the columns are as follows:

(a) letter-1 F, cue NUM, image DUNNQ.

(b) letter-1 R, cue P, image DUNNO.

(c) letter-1 p, cue NAM, image POR.

{d) letter-1 N, letter-2 M, letter-3 A, cue null, image NAM

(e) letter-1 N, letter-2 M, letter-3 not A, cue. null, image NIJM.

(f) letter-1 N, letter-2 not M, cue null, image NAM.

(g) letter-1 not {F, R, P, N}, cue null, image NUM.
The net is represented as a tree, with roots at the top, and with paths from root to leaf
representing Ps. For ease in mechanical formatting, rather than having a parent node
centered above and between its descendants, it is directly above the leftmost one. One
should imagine that each node is connected by a line to all nodes on the next level below
it that don't have anything above them. A negative test (test for absence) is represented
by "else”. The “else" is meant to stand for the negative of all the tests that have
preceded it on the same level, except that its scope is bounded by any other “eise”, if
such occurs. In the RHSs, the "fired" signal is implicit, the cue is marked by "=>*, and the
image, by "! . "-"is used in cues to indicate a "don't-know" position. "?" indicates the
"don’t know" (DUNNO) image. The LHS tests use noticing order, that is 1, 2, and 3 (as
marked by the tree-leve) labels on the extreme left) stand for tests on letters 1, 3, and 2.
A space in a test implicitly means that the test is the same as the test in the first non-
emply column to the left of the space. Notice that the order of the first thres columns
corresponds to the order of the three stimulus syliables.

To illustrate how a net is built up, we go through a sequence in which the following
three pairs are partially learned: FIB/NUM, RAM/POR, and PEK/NAM (the same ones as
used in the example net above). The net diagram following a pair is the state of the net
after the pair has been processed.

FIB/NUN

1 F slse
o>N== 5 ey
1 ? I NUM

C. 111-6




EPAM An Example of the Building of Net Productions R

The net is initialized (by a special P that recognizes the lack of net behavior) to minimally
recognize the pair. Note that the second-column P serves two functions, balancing the F
test (i.e., catching stimuli that miss the F test), and minimally recognizing “N* and emitting

NUM as an image.

All tests are balanced by such "elss™ Ps as the net grows.

RAN/POR
1 F sise
apiee w3P--
1 ? 1 NUN :

On the first try for this pair, the absence of cue is noticed in response to the R of RAM, so
that the cue P-- is added to the second P and the pair is fed into the net again.

internal RAN/POR

13 F R P elise
adN=e  wdPeu  @decn  wree-
(I 4 1 ? 1 POR 1 NUN

This was actually accomplished in two steps: first, it was noticed that POR and NUM are
incompatible (the same incompiete cue can't apply to both), so that more discrimination of
the stimulus was necessary, resulting in adding the "R™ P; second, a P was added to
discriminate the P-- cue. The detection and use of response-image (POR and NUM)
incompatibility differs from the original EPAM. The original stored enough of the stimulus
as an "image" at a node to detect immediately, on presentation of a new stimulus, that
more discrimination on the stimulus was necessary. That is, it stored the exact equivalent
of the piece of the correct stimulus that should have been tested in reaching the node.
The present implementation has accomplished the same action without that stimulus image
storage, and assumes instead that the two responses are available in full for comparison,
along with the degree of completion of the cue. It thus uses less long-term memory for
exact syllables, and uses instead the comparison of a "recently-heard" syllable with a
“recently-spoken” one. This is the major significant difference between this
implementation and the original.

A second feature of the action represented above is somewhat obscured by that
representation, namely, the retention of the ! NUM image in the "else" P. As a P is added,
a previous P is actually split, and some information from the old P is retained in parts of
the two new Ps. The old image is always retained in the "else” P, but the old cue
information may go either way, according to whether the new test being added (in the
present case, "P") is the same as the cue oi not. (Recall that a single P may store both
cue and image image - in the case at hand, the cue is irrelevant to the pair being focussed
on.) The way the old image goes during the split may result in errors later in case the
newly-added test is still not enough to distinguish the two responses. Having it go to the
wrong place in a few rare cases was judged better than discarding it completely, in terms
of speed of learning (this may be a difference between EPAM and the original EPAM). In
any case the presence of the wrong reply will not interfere with future learning, but will:
just be an extra copy of that image in the net. This will be illustrated in connection with
the third pair.

-7
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C. An Example of the Building of Net Productions EPAM
PEK/NRN
¥ F [ ] P N else
s3Nee  #OPee  ON-e  BYeue  BIee-

1 ? t? I POR 1 Nt 1 NUM

Here again, two steps are involved in the processing. First, the "P"-test P had no cue
previously, so the cue was added to be appropriate to the response. Then the stimulus
wes presented (internally) and the wrong reply (NUM) led to the splitting of the “else” P,
with the result shown. The image on the "else” P is now wrong, as anticipated above, and

the pair FIB/NUM has thus been “forgotten”. It would not have been forgotten if it had |
been, say, FIB/JUM.

The end of the list of purs to be learned has been reached, so we start over with
the first pair.

FIB/NUN (program gensrates reply NRH)

1 F R P N else
adN-H  wpPee  a>dN-- )ewe
' ? 17 ! POR T NUN
2s n elise
L P -
! NUF | NRH

Note that now the cue for the F P has been extended, and that the tests for the N Ps
include tests on the second letters. When it was discovered that the reply was wrong, it
was also noted that the response and the reply were compatible as far as the cue could
distinguish, so that the only action necessary was on the reply-producing part of the net
(as opposed to the stimulus-recognizing part), namely, on the producer of the cue and the
producer of the reply. The extension of the cue forced the extension of the tests to
include the - :ond letter, M, of the response (recall that the noticing order is 1-3-2). Note
further that we now have two incorrect reply images, the original NUM, and the incorrect
NAM. NAM is incorrect only because it has two letters in common with NUM. Another pass
will be required to extend the "P"-test P cue and make the further discrimination in the
image producer. Since that is fairly straightforward, we will omit it here, but include it in
the detailed trace in Appendix C, which the reader may be able to understand after
studying Section D. The end result is the net given at the beginning of this section.
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D. Details of EPAM

This section gives details on the operation of EPAM. First we present an abstract
version of the PS and discuss some festures in more detsil. Then we give the meanings of
the predicates that constitute the Ps. When specific Ps are referred to, the reader may
find them in Appendix A, the program listing. A cross-reference of predicates is given in
Appendix B. The reader may also study the detailed trace of EPAM on the three-pair test
(Section C), in Appendix C. There is a summary of that trace showing the type of P firing
(according to the first letter of the P's name), at the end of Appendix C. After sach pass
over the three pairs, the net Ps are displayed; the final net Ps are included in the cross-
reference in Appendix B.

EPAM has been tried on four different lists of pairs. Summaries of its beshavior
appear near the end of Appendix C, for the three-pair test, and in Appendix D. The latter
appendix contains three tests: a seven-pair list to be discussed in Section F, a nine-pair
list, and a six-pair list that actually represents a list of six syliables - each one appears as
both a stimulus and a response.

D.1. How the program works

An abstract representation of the EPAM PS is given in the form of abstract Ps (APs)
in Figure D.1. The following paragraphs describe EPAM in a general way, referring to
specific APs in tha! figure. Syntax conventions for APs are given in Chapler IV, where the
syntax is somewhat more elaborate than the simpie APs here. For the present, the
following description of APs should suffice. An AP is abstract in the sense that it
represents several actual Ps and uses descriptive eiements rather than exact predicates
and variables. Underlining is used where there is a particularly large step in terms of
actual Ps. Non-underlined elements correspond almost exactly to actual conjuncts in the
actual Ps. There are about half as many APs in the figure as there are Ps in EPAM (16 as
opposed to 41).

The normal operation of EPAM is a simple cycle that processes a stimulus-response
pair. It starts by taking in a stimulus, allows the net to recognize that stimulus (which
always occurs except when there is no net, at the very beginning), erases superfluous
items from that net firing, and allows the net to fire on any cue information that the
previous net P has asserted. It anything fires using the cue, an image is produced, which
becomes the program's reply. The reply is matched to the response typed by the user,
and if it is correct, EPAM is ready for the next cycle.

The basic part of that stimulus-response cycle is represented by APs Fb-Fc. AP Fa
is the initialization done when there is no net. The matching of response to reply (APs Ra-
Rd) can have four results, of which three are errors (Rb-Rd) requiring further action. The
aclion is in three conceptual picces: diagnosis, patching, and sometimes repeating the
stimulus-response pair internally to ensure that everything is now all right.

'Diagnosing an error can have three outcomes. If EPAM's reply was DUNNO ("don't-

1i-9 0.1




0.1 Details of EPAM EPAM

. 7 Executive; 3 Ps, F1-F3; erasures mentioned are 5 Ps, E1-E5 7

Fa: no-pet -> repeat-stim-input & add-prod(type Pa) & add-prod(type Pb)
Pa: specific-letter-1-of-stim -> cue(letter-1-of-resp) & nufl-image;
Pb: not specific-letter-1-of-stim -> nuli-cue & null-image;

Fb: cue-prod-fired -> erase-stim;

Fc: image-prod-fired -> erase-cue & cue-from-image-prod & reply;

2 Test reply; 4 Ps, R1-R4 7
Ra: response & reply-maich -> reply(ok);
Rb: response & reply-dunno -> simple-patch-of-image-of-reply-prod;
Rc: response & reply-wrong -> test-compat-of-reply-and-response-relative-to-cye;

Rd: response & not reply ~> add-to-cue & re-stim;

7 Diagnose difficulties; 11 Ps, R6-R10A 7
Re: response-and-reply-and-cue-compatible
- <> extend(reply prod) & possibly-add-to-cue(cue prod);
Rf: not response-and-reply-and-cue-compatible
2 ~> extend(cue prod) & extend-stim & re-stim;

Rg: re-stim -> repeat-stim & repeat-resp;

% Change cue; 3 Ps, C]1-C3 7
Ca: add-to-cue -> patch-up-cue-in-rhs;

7. Examine LHS to prepare for split; 5 Ps, C4-C8 7
Cb: extend & ths-term(neg or pos) & number-of-letters-tested-in-lhs -> eplit-prep;

% Preparation for split; 8 Ps, $3-57 % .
Sa:  split-prep & not extend-stim & match-corresponding-letters(stim,resp)
-> gplit-prod{two ways of ordering pos and neg cues);
Sb: split-prep & extend-stim & match(response-letter,beginning-of-cue)
-> split-prod{two ways, may use old cue or not for neg part)

7 Split; 2 Ps, S1-S2 2

Sc:  split-prod(neg)
-> split-with-pos-

Sd: split-prod(pos)
~> add-to-cue & split-with-different-lhss-but-otherwise-like-preceding-P;

Figure D.1 Abstract productions for EPAM ' n

know"), there is simply a modification to the faulty RHS of the image-producing P (AP Rb).
If there was no reply at all, only one thing can be immedistely at fault: the cue produced
on recognizing the stimulus was inadequate, not long enough (AP Rd). This is fixed by
making the cue longer, as described below. An example of how this happens is after the
second presentation of FIB/NUM in the three-pair test discussed in Section C (see the last
net displayed in that section). The P that recognizes FIB has an adequate cue, N-M, but
the other P that aims at a response syllable starling with N (the POR-test P) has cue N--,
which is not long enough to fire any P in the net. '
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EPAM Details of EPAM 0.1

The third outcome of an error diagnosis (AP Rc) is to initiste a match of the cue, the
reply (image), and the correct response, to see if the cue is at fault or whether more
discrimination has to be made on the cue by the image producer. Two results of this
match indicate two conditions: stimulus generalization and response generslization.
Stimulus generalization is detected by incompatibility of the cue, reply, and response (AP
Rf). Two stimuli have been "generalized", seen by the net as the sams. For instance, if
NUM were the reply and POR the response, no cue could be right for both, indicating that
there was not enough discrimination of the stimulus. The length of the cue is taken into
account, for instance, to determine that N-M is compatible with both NAM and NUM.
Response generalization means that a cue is no longer sufficiently detailed to distinguish
two similar responses, which are now seen as one (AP Re). For instance, in the three-pair
test in Section C, after the first pass over the pairs, there are two N-- cues, both
“pointing" at a P whose image is NAM; one wants to result in NUM, though. The patch is to
lengthen the cue and eventually force lengthening of the LHSs of the image-producing Ps.
In the case of NAM and NUM, lengthening of the cue N-- has to be done twice, which
requires another pass over the set of pairs, to be realized.

There are two major kinds of patching that can be done, as sketched in the
preceding description of error diagnosis. First, a cue may be extended. This is done (AP
Ca) by simply making the appropriate RHS emit a cue that is longer by one letter than the
previous one. This lengthening uses letters from the correct response. Second, a cue P
or an image P is split by lengthening its LHS in two different ways. One half of the split
has 8 positive test on a letter, and the other is the balancing, "eise” type of test (APs Cb,
Sa-Sd). This splitting will be described in more detail below.

After the diagnosis and patching have been completed, in cases where a cue is
extended or an LHS is changed, the stimulus and response are repealed internally. The
patches are really intended only to partially fix up any problem, and the best way to
complete the job is to retry the pair, as opposed to examining the net Ps more closely to
statically determine if everything is all right. The patches first remedy things having to do
with the stimulus half of the pair, then treat the image-producing half through the
repetition of the pair. The repetition (re-stimulation) is achieved in a way corresponding
to AP Rg, but several Ps are used, to keep the sequencing under control. One P fires to
reproduce the original stimulus, and another fires later to reproduce the response. Signals
for each are represented in the interim by predicates whose names start with "OLD", by
convention. This internal re-stimulation was not used in the original EPAM as far as 1 can
tell.

We now i «cuss in detail the information that is kept in Working Memory on each net
P, and how it is used. All information is in four predicates: LHSPREL, LHSTERM, RHSIMAGE,
and RHSCUE. These split the LHS and RHS each into two segments. The two for LHSs
divide them in such a way that all real changes are made to LHSTERM, while LHSPREL is
just the accumulation of tests from LHSTERM that are known not to require further
changes. RHSIMAGE keeps the image part of the RHS, while RHSCUE keeps the cue.

The following examples clarify the mechanics of splitling LHSs. First, consider
splitting

P1 LETI(VI) & NOT F(V1) »> FIREOCPD & .. .y

li-11 D.1
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Suppose we want to make a further test on the first letter, to see if it is an M. Then the
result would be:

PL LETI(V]) & M(V1) «> FIREDCPD) & . . .
P2; LETL(V1) & NOT F(V1) & NOT M(V1) => FIREDCP2) & . . .

Pl is referred to as the positive half of the split, P2, as the negative half. For the original
P1, LHSPREL is ((LET1 V1)], LHSTERM is [((NOT (F V1))) NEG 1] After the split, we have
for Pl that LHSPREL is the same, while LHSTERM has become [(M V1) POS 1} at the same
time, P2 also has the old LHSPREL, but LHSTERM is [((NOT (F V1)) (NOT (M V1))) NEG 1}

It we were to further split P1, adding a test for T in the third position, we would
have:

P1i LETI(V]) & M(V]) & LET3I(VI) & T(VI) o> FIRED(P1) & .. . ;
P3; LET1(V1) & M(V1) & LET3(V3) & NOT- T(V3) => FIRED(PR) & .. . ;

At this noint, LHSPREL for P1 and P3 is [((LET1 V1) (M V1) (LET3 V3))}, and LHSTERM is
((T Vv3j) POS 2] and [((NOT (T V3))) NEG 2}, respectively.

This example doesn’t touch on the details of how RHS information migrates during
such splits, so we briefly discuss that now. Recall that some care has been taken to
correctly place old informalion rather than simply discarding it. The old information has
little to do with the immediate error situation, but tests are necessary to determine how it
might interact with new discriminations.

In all splits, the image from the old P always goes to the negative half of the split,
and the current reply is the image for the positive half.

In splitting a P that recognizes a stimulus (AP Sb, Ps $6-57), the cue is always a
minimal cue for the known response, and the only question is whether to put the old cue
from the P's RHS on the other half of the split, or to leave that cue empty. If the old cue
is similar (same first letter) to the new cue then it is discarded and an empty cue is placed.
On the other hand, if the old cue is different, then it is likely to be correct to put it on the
negative half of the split - that P will perhaps respond to the old stimulus (betause the
LHS has been extended) and will then emit a cue to the matching reply.

In splitting a P that discriminates a cue to produce an image for a reply (AP Sa, Ps
§3-85A), it is necessary to compare the stimulus and response, to determine whether the
same P (the positive half of the split) will serve for producing both cue and reply. For
this, it is only necessary to test the letter of the two that corresponds to the letter
position at which the LHS is being split. If the letters match, the old cue goes to the
positive half of the split, but if not (as is usually the case), the old cue goes to the
negative half. The other hall of the spht (negative or positive, respectively) always gets
an empty cue.

D.1 12
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D.2. Meanings of EPAM predicates

Before presenting the full details of the predicates, we summarize the important
representational conventions. The predicates LHSPREL, LHSTERM, RHSCUE, and RHSIMAGE
ere used to store information about net Ps. ADDPROD, REPPROD, and REPRHS are used to
modify the Ps. '

Stimuli and responses are typed in by the user in the form (STIM xxx) and (RESP
yyy). These are converted into suitable Working Memory instances by PSMacros, Lisp
functions that are used to expedite operations that would be very awkward otherwise
(there is further discussion in Section E.1). STIM is converted into LETn’s (n = 1,2,3) and
specific letters, plus STIMCHK and STIMWORD instances. For instance, the list of instances
for a syllable with third letter J might include (LET3 L3-1) and (J L3-1). Here “J" has
become a predicate meaning "equal to J', and "L3-1" is some arbitrary token that stands
for an object with predicates LET3 and J true of it. The representation splits apart the
position and letter values of a token because they are sometimes not both present in
Working Memory and sometimes tested separately. If Psnist had somewhat more
expressive power in its match (using constants is somewhat awkward), a more concise
representation would be used. RESP is converted more simply, to an instance of
RESPONSE, described below. A third PSMacro, CUE, expands a cue into letter
representations like those of STIM, plus an instance of CUETRIPLE, described below. More
complete examples of PSMacro expansions are given at the beginning of the program
listing in Appendix A.

ADDPROD(prod,prec,comnt,ihnrha) add e P (prod) with comment comnl, LHS the, RHS rhe, and preceding P prec (if
prec is not o P, as is the case in F1, prod is taken to be the first P of module
prec); a Panist primitive that asserts predicate ADDPRODP(prod).

ADDTOCUE(p,11,12,13) add to the cue of P p, according to the letters 11,12, and 138
COMPATNEG(x) result of compatibilily fest was negative.
COMPATPOS(x) resull of compslibility test was ponitive.
COMPATPOSA(p,w1,11,12,13,02) data to be used after the COMPATTEST is snswered positively (part of this
information is used for negative snswers also); pl is the reply P, p2 is the cue
P, wi is the imege that might be used (from the response), and i1, 12, and I3 are
the istters of the responoe.
COMPATTEST(11,12,c1) {est » lotier of the response, 11, againat a letter of the reply, 12, sxcept compere
doesn’t matter if ¢l is 'XX.
CUEPROD(p) p is the P thet fired giving the cue.
CUETRIPLE(p,11,12,/13) P p hes cue triple 11, 12, and I3; the I's are XX if the cue is incomplete in thet
position. .
EXTENDLSRS(p,imil1,12,13) extend the LHS and RHS of P p, sccording fo known properties of the P, using
lotters (1, 12, and (3. .
EXTENDSTIM(p) sigral that P p in being extended as & stimulus P, requiring slightly different
treatment from entension otherwise.
. FIRED(p) P p has fired.
IMAGE(i) iis the reply imege slored with » P thal fired.
LASTNEW(p) p is the iast new P added.
LETn(x) nie 1, 2, or 3: the 181, 2nd, or 3rd letier of a stimulus or cue in represented by
the token x.
LNSPREL(p,prel} P p has “prelude’ prel; for network Ps, the preiude is the part of the LNS that je
presently not subject to change.
LHSTERM(p,termignlen) P p has “terminal® term: for network Pe, the terminal in the finel test of the LNS;

© Al lstier erders in predicates sre the naturel 1-2.3 order, not the 1-3-2 noticing order.
nm-13 D.2




D.2

OLDCUETRIPLE(1,12,13)
OLDEXSTIM(x)
OLDRESP(r,11,12,13)
POSSADDTOCUE(p,11,12,13)
REPLY(x)

REPLVPROD(p)
REPPROD(p,comiha,rhsa)
REPRHS(prod,rhe)
RESPONSE(r,13,12,13)
RESTIM(x)

RESTIMHOLD(x)

Details of EPAM ' EPAM

sign indicates whether it is posilive(POS) or negative(NEG); len indicates the
length of the LHS (1, 2, or 3). .

i1, 12, and I3 ave parts of an oid CUETRIPLE; this is dome to eveid confus
between two custriples asseried by fwo net-P firinga

indicaten that the stimulus P hes siresdy been extended fer this slimuius-
responDe pav. . .
this is used to save RESPONSE whils re-cycling through the net: it meinly
prevents spuriovs firings of R4,

gives information which may be used o add te & cus, in the case of extending o
LHS wilh a positive ferminal test; is, that extension requires extending the cue
90 the extension will bo used; it is not necessary for negative terminale of LHSs.
gives {he reply of the syatem (displeyed exlernally).

P p produced the image that became the reply.

replace o P; similar to ADDPROD; ssserts REPPRODP(p).

replace the RHS of P prod by rhs; ssserts REPRHSP(prod).

the response word, r, plus the thres letters in it (comes in from externel
interaction).

signal that stimulus-response pair is to be fed through the net again, for further
disgnosis.

hokis the RESTIM signel until sppropriate, mainly to prevent RS from firing
premsturely as o result of the STIMREM inserted in RHS of R4 (ie., there is 8
conflict between RS ond €1, E2, ete. which is is hore rescived by using the RHS
order assumption).

RHSCUE(p,e) ¢ is the cue of the RHS of P p.
RHSIMAGE(p,i) iin the reply imege for P p. .
SPLITPREP(prod,testpre,testierm,imi,size) perform lests in prepsration to split P prod; the three middle srguments
sre exphined at SPLITPROD:; the size gives the number of letiere being tested in
P prod's LHS. '
SPLITPROD(prod,tentprel,testierm,imjcuepon,cueneg) P prod is fo be split; if testierm is NEG, it is to be sphii
negatively, which means, the test of a letter given in testprel is to be sdded to a
negative test for one part of the split, and ss @ peositive test in the other; in
either case, no change is made to the LHSPREL of the P, if testlerm is not NEG,
it is to modify LHSTERM, while testpre! modifres LHSPREL; imj in the imege to be
put in the positive part of the eplit; the last two srgumente give pieces of cues
to be etisched to the respective parte of the split.

STIMCHK(11,12,13) gives the tokens for the letters of the stimulus, for vee in erasing them properly
after thoir use in the net.

STIMREM(11,12,13,type) stimuius tokens ara to be erased; type gives an indication of where the request
originaied, since stimulus tokens sre re-inserted for RESTIM.

STIMREMREM(x) cauves all old STIMREM's to be cleaned up, because in case of RESTIM, don’t
want things nulidied 89 soon as they're inserted from net Pa firing for thelr
second time.

STIMWORD(11,12,i3) gives the three letiers of the etimulus werd.
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EPAM

E. Some Issues Raised by EPAM

;
L . E.1. Production systems issues

PS control:

For the most part, control in EPAM is simply by evocation according to Psnist’s
event order. Several of the P groups (especially those represented by a single AP, Figure
D.1) represent a selection, where a single P from the group fires to perform the selection
appropriate to the case at hand. The compatibility-test Ps (R6-R9E, the RHS of AP Rc) are
a set from which several may fire in 3 situation, with results independent of firing order,
to perform a test on all three letter positions of several syllables. The results of the
arbitrarily-ordered firings are polled by R6 and R9, amounting to answers “all tests
positive” or "at least one test negative”. The erasure Ps (E1-ES5) similarly perform in
scattered order. In a couple of places, data is renamed by storing it under a different
predicate (i.e, the "OLD" predicates and RESTIMHOLD), so that it doesn't intertere, but can
be re-asserted at some later appropriate point (i.e,, by Ps F3, R4, R10, R10A, or R5A).

Use of PSMacros:

STIM and RESP are PSMacros, that is, they are expanded to a list of predicates to
: be used by Psnlst (see the beginning of Section D.2). This procedure is juslified by
k thinking of them as perceptual processes, dealing with input on the character level, and
thus more easily handled and more appropriately modeiled in Lisp than in Psnist. In any
case they could be done away with at the cost of requiring either more Ps (which would
still have to invoke primitive Lisp functions) or more typing for the user. The use of a
macro (CUE) for constructing parts of RHSs of net Ps is not so easily juslified, but this
started out as a programming convenience, and remains as such, even though it could be
coded as Ps without the use of primitive Lisp functions. This extra requirement on the PS
would add more complexity to FI, S, and §2, for instance necessitating adding several
new predicates for the bookkeeping aspects. It has seemed reasonable to suppress that
tevel of detail, retaining more emphasis on the central issues.

The operators used in building Ps:

There are several operators that Psnist doesn’t have, that would be useful for the
kind of building of Ps that EPAM does:
update an RHS conjunct;
extend an RHS with more conjuncts;
extend an LHS with more conjuncts;
split an LHS, extending it in two different ways to become two
ditferent Ps,

aoow

The information that is kept on Ps to allow them to be updated is: information on
specific conjuncts of the RHS; information on a subset of conjuncts of the RHS; and "head"
versus "tail" in the LHS, where the "tail" may be replaced in a splitting operation. EPAM
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£l Some lssues Raised by EPAM EPAM

also keeps information on the names of variables in the LHS, but this could be dispensed
with by naming variables according to positions in stimulus or response words, which
would ensure uniqueness.

Using the above new operators on RHS conjuncts, C1-C3, R2, S$1, and S2 would
become simpler. Using the LHS-splitting and LHS-extending operators, S1 and $2 would
become somewhat simpler but the processing done by them would have to be rearranged
so that the split is done at the start of the process, with succeeding steps simply
extending the LHSs of the results of the split; this is in place of the current process which
collects the contents of the split and then does it. Note that P F1 still requires the adding
of full Ps as done with current Psnist operators,

Working Memory information on net Ps:

As we have discussed above (Section B and at the end of Section D.1), EPAM keeps
and uses a variety of Working Memory information on Ps. One issue with respect to this is
that, foliowing human PS models, we would want to store all such longer-term information
8s Ps rather than in the Working Memory. Given the simple nature of the information used
(at no time is a P broken down and examined in an arbitrary way), and given that it is used
only as transient information (only when the relevant P has recently fired, where "recent”
is within two cycles of the net Ps), objections to EPAM on these grounds can be easily
corrected by storing with each P, in its RHS, the information on it. (There might also be
defined a set of primitives that allow a program to fetch parts of Ps on demand, rather
than having to use special storage.)

A second issue is that no matter where the information is stored and when it is
used, it might be inappropriate to have such information, and furthermore it might be
wrong to hold that existing Ps can be modified at all. The psychological basis for this is
the assertion that Ps are never deleted from human long-term memory (we lose access
because of ill-formed or too-specific LHSs) and thus are difficult to modify as in our EPAM
model. Further, since we have no idea how Ps are represented internally in humans,
perhaps information about what is encoded could not be available in as usable a form as in
our model. A compromise might be that existing Ps could be modified by extending LHSs
and RHSs but not by such drastic actions as replacing existing condition or action elements.
At the moment, it seems that operating under these constraints makes EPAM much mors
difficult to model, but it remains a question for further research.

E.2. EPAM issues

This implementation aims at minimizing the number of Ps and the number of tests
made on a letter position. This results in using the “else” Ps instead of having every test
made as a comparison to a definite letter. Changing this convention might remove soms of
the stimulus and response generalization behavior, and interacts with the following.

A lack of a reply to a stimulus indicates that a cue needs to be extended. This
results from the way a partial cue is represented. Only as many "LET" predicates are
included as there are definite letters emitted. 1f this were changed, i.e., emitting LET
without a definite corresponding letter predicate, some other means would have to be
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developed to test for the need for an extension of a cue, because "else" Ps would always
catch them. That weild include some comparison between the cue triple and the contents
of the LHS of the P that fired (as it is, no such test is ever done; only tails of LHSs are
examined in detail, and only when being extended). Also, the change would introduce the
possibility of conflicts batween the net Ps, making more than one true at one time. Note
that this alternative suggestion involves using specific knowledge of the length of a
syllable, to allow dummy tests to be included. This may or may not be justified, especially
given that a more general task involves syllables of varying tengths. The most important
point here is the trade-off between storing partial cues and examining LHSs in more detail.
Storing partial cues results in behavioral cues that circumvent the need to do more
complex tests.

When Ps are being split, some degree of guessing goes on, in that information from
the P being split is carried over to one or the other of the new ones, with no guaraniee
that the result is correct. The result is wrong only in the case that further discrimination
is needed anyway, a fairly rare case, and a wrong guess does not have serious
consequences for the net at some fater time. Not retaining as much as possible in this
situation gives the appearance of stupidity to the program’s responses, more so than
seems reasonable. But as discussed at the end of Section D.1, carrying over these
guesses involves specific testing that may appear implausible, or at least not plausibly
learned under ordinary conditions.
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F. A Comparison to Waterman’s EPAM2

This section compares EPAM to another PS implementation of EPAM, the EPAM2 PS
of Waterman (1974). This provides an excellent opportunity to contrast the different
programs that result when somewhat different architectural assumptions are followed in a
PS design. EPAM2 is written in the PAS-1I PS, which uses a linearly-ordered PS and a
Working Memory also linearly ordered, a sharp contrast to Psnist’s exclusive use of event
(memory recency) order for Working Memory and unordered PS. These assumptions have
an affect on complexity of LHSs, on complexity of added Ps, and on the number of Ps in
the entire system. But as we shall see in the foliowing, major differences are due to
specific EPAM design considerations that are only indirectly related to PS architectural
features.

EPAM2 represents learned associations in a way similar to EPAM, namely as a list of
Ps containing primarily tests on letters and actions such as emitting memory cues and
reply images. The order of the list of Ps is significant, however, in determining that some
Ps are tested before others, and thereby can prevent the others® firing. More recently
added Ps are placed above older ones, enabling a new P to correct errors made by oider
ones and to make necessary additional discriminations by having more specific tests (but
not necessarily logically exclusive tests) than the older ones. The net has Ps of two
distinct types, one for discriminating stimuli to produce cues and the other for
discriminating cues to produce replies. The two nets are not kept distinct either by RHS
form or by location within the list of net Ps, so that a confusion phenomenon can result
where a cue is taken as a stimulus, and vice versa,

Ps are exlended in a way very dependent on the order of elements within Working
Memory. There is a special P action that marks which elements were used to match the
LHS of the P when it fires (called variously MARK, USED, and OLD). This allows a P to be
constructed as an extension of a P that just fired by using the same elements as it did,
plus a new element picked from things in Working Memory that were not used. These
unused elements (in particular, letters of syllables) are in a particular order (the EPAM
noticing order) so that the one at the front of the Working Memory list Is quite
appropriately selected and used.

The action that adds a P to the list of Ps, PROD, has a couple of distinctive traits. It
works by picking up from Working Memory all elements with the tags COND and ACTION,
forming them info a P, and placing it in the P list. The placement is according to a pattern
argument to PROD, such that a new P can be placed just before another P having that
pattern. For instance, if a2 new P is intended to mask out (take precedence over) a P that -
performed a particular undesired action (a wrong reply), it can be done by using that
wrong reply as the PROD pattern.

EPAM2 builds a netl in which all tests are specific and positive, contrasling with
EPAM's use of negative tests, which can turn out to match a set of letters. Rather than
adding, in advance, extra Ps to balance newly-added ones, as EPAM does with its P-
splitting operation, EPAM2 has a default P that sits at the end of the list ot net Ps, with a
condition general enough to match all cases where none of the net Ps succeeds. Also,
EPAMZ stores a complete copy of a stimulus in the RHS of a stimulus-testing P, which can
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be used to determine if the P has actually matched the stimulus that it was intended to.
This is somewhat more than the original EPAM stored, violating the EPAM principle of
storage of minimal and partial information, and it avoids the compatibility-testing approach
necessary in the present EPAM o determine whether to modify the stimulus P or the cue
P in case of error. (The test in EPAM is a special case of the more general problem of
matching two objects that appear similar on the basis of the minimal cues stored in the
discrimination network. In the general case, it is even less desirable to store in the RHS ot
a P a complete image of the stimulus. This will be iliustrated in Chapter IV of this thesis.)

The result of these design features is a PS that is more concise than EPAM, both in
number of Ps and in length of listing: half the number of Ps (20 vs. 41) and about a
seventh the number of lines (but EPAM2 has no comments). As we shall see below, EPAM2
doesn’t have some of the functional units that EPAM does, and EPAM's tests tend to be
more intricate, making individual Ps more complex, because the net being built is more
intricately designed. A listing of EPAM2 is given in Appendix E, but it is not expected that
the reader will be able to follow its details without reference to Waterman's description
(1974).

EPAN2 STIN REPLY 3 REPLY 2 REPLY 3 RESP EPAN REPLY 1 REPLY 2 REPLV 3

PRX ? CON CON CON - 7(NGY CON
BEK ? MAB(SG) Lul Lua - --(10) Lua
c1v CON(SR)Y OER DER OER - OER DER
BUK Lua«ss) mAB MAB NRD LUQ(SGY LUQ(SGY HAB
NRL ? LUQ(RG) LEQ LEQ - PED(SC) LEQ
REB ? NAB(RGY NOL HoL LEQ(SG) noL noL
NOJ Lua PAX (SR) PED PEO LEQ(SC) PED PEO
(SG RG)

Keys SC = stimulus generalization error; RG = responss gensralization error; SR = stimulus-
response confuaion; IC = Insufficient cus; NG = net growth lost information; ? = program
says "?" or "don’t know"; -- = program makes no reply.

Figure F.1 A comparison of behaviors on a seven-pair test

Figure F.1 compares the behavior of the two PSs on a set of seven pairs taken from
Waterman®s paper. There are three essential differences between them. First, EPAM
seems slightly slower in learning some of the pairs. This is due to its less specific "else”
tests - these negative catch-all tests are slower to converge to the right specific-letter
tests, and when they do change, cue information is discarded. Second, EPAM has no

response generalization behavior on this set of pairs (although it did on the example in

Section C). In the place where it had insufficient cue (IC in the table), it would have
exhibited response generalization - the net had grown beyond the initial cue for the pair.
Third, EPAM has no stimulus-response confusion because the PS distinguishes the kind of
action it takes according to where in the pair-presentation cycle it is - it knows when it’s
appropriate to use a memory cue and when to use a reply image. This is made necessary
by the use of a single net P format, since the same kind of P fires at both points in the
cycle.
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Figure F.2 Networks produced by the two programs

Figure F.2 gives the networks produced by the two programs for the seven-pair
test in Figure F.1. The notation for the EPAM2 net is slightly different. Where an “else"”
occurs, it means a lack of a test on that syllable position rather than an explicit negative
test as for EPAM. Note that this "else” test is achieved simply by placing the more specific
P before the "else” one in the ordered P list. | have added syliables in ()’s to indicate the
extra stimulus image information stored in EPAM2's net. The order of the columns in
EPAM's net corresponds to the order of the stimulus syliables, then the response syliables
{the latter are not quite in a corresponding sequence because of double use of some Ps as
stimulus Ps). The order of the columns in EPAM2's net, however, are given in an order
close to that in which order that they appear in the constructed PS -~ this order is
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significant to the interpretation of the PS, and it also indicates the order in which the Ps
were added, with the more recent additions to the left. In listing the net, | have deleted
eight redundant Ps from EPAM2’s net ~ they are redundant because the PS interpreter
would never look at them, since identical-LHS Ps exist in the order before them (the
identical Ps have different RHSs though). There are three EPAM Ps that are useless, but
they are included (they are all "else” Ps). Thus in terms of number of useful Ps. EPAM2
builds 14, EPAM builds 12; EPAM2 builds 21 Ps in all, EPAM, 15.

In one place, the EPAM2 net is shallower than the corresponding portion of the
EPAM net, because the discrimination in question is done in EPAM2 (accidentally, it seems)
by length of cue as opposed to contents. That is, because of the history of the pair
learning, a one-letter cue, L--, evokes LUQ and a two-letter cue, L-Q, evokes LEQ; in EPAM,
a full three-letter cue is required to distinguish the two (and in the original EPAM, to the
best of my information). In another place, the EPAM2 net is deeper than the EPAM one
(the tests on C in the 1 position), because EPAM2 requires two Ps to test for cue versus
stimulus, where EPAM uses a single P.

A major behavior deficiency results from the EPAM2 ne! representation: it cannot
learn lists such as PAX/CON, CON/LUQ, LUQ/PAX (the tact that this is circular is not a
critical factor - the second PAX could be END with similar effect). By my hand simulation
of the program, it would oscillate forever, trying to treat each syllable first as a cue P
then as a reply P, always blocking out its previous usage by putting a new P ‘befare it.
EPAM can learn such lists, as is evident in the summary included in Appendix D. There are
apparently some advantages to the EPAM2 representation, though. Old Ps always
preserve old behavior, in case conditions fall through more recent (and supposedly
correct) ones - though this can never happen in EPAM2, by careful design. EPAM2 doesn’t
concern itself with the cue completeness discussed above in Section E.2. Also, the
transfer of guesses is not necessary in EPAM2, while it is deemed so in EPAM (EPAM
would learn more slowly without it). This is a result of EPAM2’s carryover of information
as a result of falling through the ordered list of newer Ps.

Figure F.3 tabulates the differences between EPAM and EPAM2 by grouping Ps by
program function, EPAM2 Ps are simply numbered from 1 to 20. The number of Ps in
each group is given in square brackets. The largest difference in that table is in the code
to build and extend Ps: EPAM2 uses 9 Ps versus EPAM’s 18 (combining the five lines in the
table before the last one); 8 of EPAM's Ps are used in splitting existing net Ps, whereas
the corresponding EPAM2 mechanism is having two distinct nets and using the fact that
newly-added Ps mask old Ps, which mechanism uses no Ps in the EPAM2 code. That 8 Ps
versus none is the largest single difference between the two PSs. Storing the full stimulus
syliable as a TEST in net Ps saves EPAM2 6 Ps over the explicit comparison done in EPAM
(1 P versus 7). EPAM’s re-stimulation mechanism uses 8 Ps, corresponding to nothing in
EPAM2. The other difterences in numbers of Ps between the two (five other classes)
amount to a total of 3 Ps difference, wilh the values of the differences between -2 and 2.

The largest difference in number of Ps between EPAM and EPAMZ2 is thus indirectly
related to the use of an ordered-PS architecture. (Though it is largest, it is the
combination of several groups of Ps in the figure, and it doesn't constitute a majority of
the differences.) It is indirect because the component affected most is the network being
built, not the basic EPAM PS itself - that is, there is a clear distinction in cost F tween
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EPAM A Comparison to Waterman's EPAM2 F.
Functional units: EPAM2 EPAM

Input and distinguish STIM and RESP 1236910 (6] F2F3 EL-ES {7]
Initialize net - Fi1 (1]
Match REPLY and RESP 45 [2] R1-R4 (4]
SR Contusion 78 (2)

Test compatibility of STIM and CUE 11 [1] R6-R9E {71
Set up to build reply P 12-14 [3) $3-57 Ca-C8 (8+5)
Set up to build cue P - 16-18 [y - "

Build reply P . 185 {1} s1-s82 (2}
Build cue P 20 (1] "

Extend cue p 19 (1} C1-C3 [3]
RESTIM mechanism - RS RSA R10 R10A  [4]
Total Ps ' [20]) [a1]

Figure F.3 A comparison by functional units -

adding new Ps to an ordered list and gradually modifying existing Ps. Order is considered
contrary to psychological evidence that recognition (matching a P condition) is a parallel
action, not a search through a list of Ps. EPAM2's most serious defects as a model of
EPAM are in the use of a dual network, which prevents it from learning lists; in the storage
of the full stimulus image, avoiding a more complex comparison to assign credit for a
mistake but violating EPAM’s partial-storage principle; and in creating many redundant Ps
instead of making incremental additions to the sensitivity of existing Ps. But EPAM2 has
the more interesting behavior on the particular 7 pairs exhibited. EPAM's design position
with respect to the negative-test “else” Ps is probably to blame for peculiarities of
behavior. It decreases specificity of tests and thereby the likelihood of retaining
information leading to response generalization. The use of splitting operations on existing
Ps makes EPAM's design more intricate. (EPAMZ2s design is intricate in another way,
though, since dependencies on PS order and on Working Memory order are implicit.) Since
it decides definitely what to do with the various components of the Ps being split, it takes
a more rigid position, and this is more likely to show up as peculiarities in behavior.
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G. Conclusions

G.1. Summary of conclusions

The EPAM PS demonstrates the feasibility of using a PS to build a PS in response to
the demands of a simple verbal learning task. Ps are added to a sel of Ps representing a
network, and Ps in that set are also modified by operations amounting to splitting and
extending LHSs. Local use is made of knowledge of subcomponents of the Ps being
modified. PSs are quite suitable for modeliing EPAM discrimination networks., The
particular EPAM design has focussed on minimizing the use of P storage and maximizing
the use of structures already built. A comparison to a similar program makes it clear that
there is a tradeoff between using knowledge about existing Ps and using an ordering on a
list of Ps, although ordering is considered on independent grounds to be unsatisfactory.

G.2. Further research

There are several primary difficulties that require consideration beyond the present
scope. In order to be plausible, an EPAM PS should be simple enough to be learned from
some simpler basic knowledge. The present one is judged to be too complicated for that,
but a careful analysis needs to be done to confirm it. Perhaps an attempt to do EPAM
without modifying or using knowledge about existing network Ps should be carried out.
This must go beyond Waterman’s use of an ordering on the PS. Or perhaps the aim should
be a more automatic and less awkward use and modification, along the lines presented
here. That is, the splitting and extending might be made an automatic feature of the
architecture, carried out when a new P fragment is presented to the PS. EPAM is in a
sense rather fragile - if there is an error in an input pair, it may not be able to recover
when given the correct version again, due to non-retractable and non-correctable
modifications made to Ps. EPAM has significant promise as an effective way of minimally
representing complicated objects or situations, but to become that, the basic process must
be much more general.®

The tollowing secondary difficuities pertain to the more narrow field of nonsense-
syllable learning. In assuming three-letter syllables too strongly, EPAM became committed
to very specific processing, whereas, it is now evident, a more general approach would
actually simplify the representations and the PS. There is no provision in EPAM as it is for
using a wider context to disambiguate multiple occurrences of a syllable in the same role
within a list. Design issues with respect to specificity of tests, cue completeness, and
preserving older information have been raised in the preceding sections. Finally, this
effort has not aimed at reproducing behavior of humans as was the original EPAM.
Adjustments for specific behavioral pecu'iarities, speed of learning (number of P firings),
recency effects, and lhist-lengih effects could be considered, and seem to be readily
attainable i\ PSs.

® Chapter 1V presents some progress towards that gosl.
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USING {COMPATPOS C1-3) (COMPATPOSA PN-2 POR P O R PY-1)
INSEPTING (EXTENDLSRS FN-2 POR P D B) {POSSAODTOCLE P-1 P O R) (REALY OX)
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(LIGTIEAN PN-2 ((NOT (f V1)) (NDT (R VD)) MG 1)

INSEPTING (SPLITPPEP PN-2 (P V1) MEG POR 1) (NDT (EXTENDLSAS PN-2 POR P O R))
SESSA/SS/SeA/SESIMN/5I/

! %. 53} SSALLIT PREP 1°
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PLPPROD
-2 T
WS (LETL VI (P VD)
™S IFIPLO (QUOTE PN-21) LIMAGE (QUDTE PORY)
ICUEIPIALE (QUOTE PN-2) (OUDTE XT) (QUDTE KXY (QUOTE XX
wes VI
INSLOTING (AQDPRODP PN- 31
(LHSTERN PN-3 (INDT (F Vi) (NOT (R V1Y) (NOT (P VI))) MEG 1)
(LNSPPEL PN-3 (LLEYT V1Y) (PWSIMRGE FN-3 UMY
(PHSCUE PW-2 (CUE PN-2 X1 XX XX)) (REPPPODP PN-2) .
(LNSTEPR PH-2 ((P VIY) POS 1) (LASTNEM PN-T)
(DT (SALITFROD PN-Z (P V1) MEG PORR (XL XX XE) (XN XX RED))
(NDY (LWSTEPM PH-2 ((NOT (F Vi) (NOT (R VIII) NEG 1)) (NDT (LASTNEN PN-21)
INDT (PHSCUE PN-2 (CLE PW-2 KXY EX K1) (NOT (PWS1GE PN-2 MIt))
(NOT (POSSADDTOCUE PM-1 P O P)) (PHSCLE PN-2 (CUE PN-2 YT XX XX3)
(MSIMGE PN-2 POR)  S2S1CBC7TRLSCACICICIPZS DEINGSEASESSASES 7R1 ARINI Oer 27 3

-

ADOPRODP (PN-21 (PN-3) 3
PEPPOTOP (PR-]) (PN-2)
PGP (PH-1)

gAY o)




SAVED PN-3 PN-2 PN-1 PV}
NIL

R T B NN N S A S A

TOP LEVEL ASSERT (STIM PEX)
INSERTING (LETH L1-0) (P L1-0) (LET2 L2-1) (£ L2-1) (LETI LI-1) (K LI-))
(STINCHK L1-) £2-0 L3-1) (STIMIORD P € ) PN-3EIPN-1PA-2/

' 58, PN-2-2 "MET°
USING (LETL LI-1) (P LI-1)
INSEPTING (FIPED PN-2) (IMAGE POR) (CLETPIPLE PN-2 XK XX XXI (£ £#74
't 59, F2-§ °STIn F1PE” .
USING (FIPED PN-2) (STIMCHK LI-1 12-1 L3-1) (1MGE POR)
(CUETPIME PN-Z XE XX XX)
INSERTING (STIPPEM L1-1 L 2-1 L3-1 STIM (OLOCLETPIALE XX XX XX) (CUEMPOD PN-2)
INOT (FIPED PN-Z)) (NOT (STIMCHK Li-1 L2-3 L3-11) (NDT (IMAGE POR))
(NOT (CUETRIPLE PN-2 XX XX XX)) (244

' 6. €2-S *STIn PEM2®
USING (STIMPEM L1-1 L2-1 L3-) STIM (€12 L2-1)
INSERTING (NOY (LETD L2-t1) €3/

t 81, £35S °Stin pEn3”
USING (STIMPEM L1-) L2-) L3-1 STIMm (LETI L3-))
INSERTING (NOT (LETI L3-1)} RSE1/

t 8. E1-9 M ULE. LT
USING (STIMPER L3-1 L2-1 L3-1 STEmE (LETD L1-1)

INSLPTING (NOY (LETS L1-1)) LAP4F IRWF | PISSASES4RG5453053
Y

TOP LEVEL RSSERT (PESP w1

INSERTING (RESPONSE N N R M) SISGRZRSS 1RIP P4/

' 63. P4-2 *PEPLY RBS*

USTING (PLSPONSE MW N A M) (OCDCUETPIME XX Yt ¥y (CUEPPOD PN-2)

INSLRTING (STIMRLM XX XX XX (UE) (ADDITOCUE PN-2 N A NI (QUETPIFLE PN-2 XX XX XX)
(RESTIMHOLD On) INOY (OLOCURTRIPLE XK XX XX)) (NOT (CLEPROD PN-2)) (41,794
€3x1C3/02/CY/

1 64. C1-2 °CH Cwe*

USING (aDOTOCLE PN-2Z N R Mt (CLETPIAE PN-2 XX ¥X XY)
(MSCUE PN-2 (CUE PN-2 XX XX XX)) (RHSIMAGE FW-2 POR)

REPIVS

PN-2 ° T *

LHS (LET1 V1Y (P VD)

RHS (EXISTS C1) (FIPED (QUOTE PN-2)) (IMRGE (QUDTE PORIY (LETE CI) (INCI)
(CUETRIME (QUOTE PW-2) C1 (QUOTE XX) (QUOTE kX))

wes Vi

INSERTING (REPPHSP PN-C) 1PHSCLE PN-2 1CLE PN-2 N XX 1X))
(NDT (ADOTOCLE PN-2 N A M1y (NDT (PHSCUE PN-2 (CLE PN-2 XX XX XX)))
$2S1P253S MO 6S55ASES OF 2 3P PR/

ciex2

' 6S.  PSA-2  *PE STIN-°

USING (PESTIMHOLD O

INSEFTING (PESTIN O) (NDY (PESTIMHNOLD OX)) s/

! 66 P5-3 *PE STIn

USING (FESTIR (Y (STIMPEM (1-1 L2-1 L3-1 STIMT (CUETPIALE PN-Z XX XX XX)
(PLSPONSE Mt N A M)

INSEPTING (STIMPEFPER () 1LETT LI-1) (LET2 L2-1) HEVI L3 1)
(STIMCHC L1-1 L2-1 L3-1) (OLOPESP NI N A M) (NOT (PESTIN Dx))
(NOT (STIMREM L1-1 L2~1 L3-1 STINI) (NDY (CLETPIME PN-2 XX XX XX
(NOT (PESPONSE N N R M) tes

1 67. £e-4 *STin #En PN

USING (STIMREIPEN Ox ) (STIFP[M XY XX XX CLE?

INSERTING (NOY (STIPREPPEN DR )) (NOT (STHRER XX X XX CUEH)
PN-2/

PN-3/PN-1E1PN-)

! 69. PN-2-3 °NET°

USING (1ET) L1-1) (P Li-1)

SNSEPTING (FIPED PN-2) (IWYE POR) (LETI C3-1) (N CE-))
IO TPIAE PN-2 C)-1 Xx XX F2/

Detailed Trace an TivonPer Tost e

t69. r2-¢ °STIn FivE°

USING (FIRED PN-2) (STIMCHK L1-3 L2-9 L3-1) (IMACE POR)
(CUETRIMLE PN-2 C1-] TX XX)

INSERTING (STIHPEM L3-1 L2-1 L3-1 STIM) (OLOCUETRIPLE Ci-1 XX XX} (CUEPROD P
(NOT (FIPED PN-21) (NDT (STIRCHK L1-1 L2-1 L3-12) (WDT (JPAGE PORD)
(MOT (QUETRIALE PN-2 C1-3 XX XX)) (374

1. E1-10  CSTIN mEM”
USING (STIPPEM L1-1 L2 L3-1 STIM (LETL LI-1)
INSEPTING (NOT (LETE LI-1)} (£

1t 7M. €36 °stin Em3e
USTNG (STIPRER Li-2 L2-1 L3-1 STIM (LET2 L3-D)
INSERTING (NOT (LETI L3-10) (2]

'R s °STIN PR
USING (STIMPEM L1-1 L2-3 L3~} STIM (LETZ2 L2-11
INSEPTING (MDY (LET2 LZ-1)) RSEARF INIP- 1 PN- 1 P-3/

173, M-I T

USING (tETI CI-1)

INSLRYING (FIPED PN-31 (1MAGE NUM) (CUETRIPLE PN-3 XX XX XX) rary/

¢ F3-¢ ‘0L FifE°

USING (FIPED PN-3) (Li¥PPOD PN-2) (OLOCUETRIALE CI1-1 XX XX)
(CULTRIALE PN-3 XX XX 2X) (JMRGE NIt

INSERTING (STIMREM XX XX XX DUM) (STIPREM Ci-3 XX XX CUE) (REPLY MUN)
(PEPLYFPOD PN-3) (CUETRIALE PN-2 C1-1 XX XX} {NOV (FIPED PN-3))
(NDT (OLOCUETRIRLE CI-1 X XX)} (NOY (CUETRIALE PN-3 XX XX XX))
INDT (1MRGE MM Y o€/

t 7% E1-1L CSTm PEMT
USING (STIMPEM C1-1 rx xx CUE) (LETI CI-1)
INSERTING (NOT (LET) CL-1)) & 7.~ 4174

"%, RIR-4 CPEH PESP®

USING (PEPLY NUM) (OLDVESP NeM N A K1

INSERTING (RESPONSE NVI N A M) (NDY (OLDRESP N N A M) R3/

L F PN & Bk | PEPLY WRONG® '

USING (PESPONSE MWt N R M) (PEPLY MST) (CUCPROD PN-21 (REPLYPROD PN-3)
ICUETRIPLE PN-C C)-1 X XX)

INSERTING 1COMPRYTEST N N C1-1) (COMPATIESY M M XX) (COMPRITEST A U XX)
(COMPATPOSA PN-3 MV N A 1N PN-2) (NOT (PEPLY MUY (NDT (CUEPROD PW-2))
(NDT (FEPLYPROD PN-3)) RO/RIC/

1. RX-1 Croemt T X

USING {COMPRTIEST N N CI-1)

INSERTING (COMPATROS C1-1) (NOT (COMPATTEST N N C1-1)) RE/RIER?/
t79. m-3 coMral Tee

USING (COMPATIEST A U XX)

INSLPTING (COMPATPOS XX) (NDT (COMPATTEST A U XX))

tge. R?-4 *coPar Te©
USING (COMPRITEST M A XX)
MWNING (XYY ALPERDY UNDER COMPATPOS oe
INSERTING (COMPRIRDS XX) (NOY (COMPATIEST M A XX)) s/
LN J I . The *COPAT o
USING (COMPRIPOS XT1 (COMPATROSA PN-3 NI N A 1 PN-2)
INSEPTING (EYTENOLSPS PN-3 NWT N A M) (POSSADOTOCUE PN-2 N A M) (REPLY OK)
(NDT (COMPWIPOS XT3} (NDT (COMPRYPOSA PN-2 WV N A N PN-2))  CS/TE/C?/T8/T4/

[ "N % | “EXT LS MG*

USING (FXTENDLERS Po-3 MW N A M)
ILHGTEPM PN-3 LINDTY (F V'10) INDY (R V1)) INDY (P V1)) MEG )

INSEPTING (SPLITPPLP PN-3 (N V1) WEGC Nt 1) (NOT (EXTENDLSRS PN-3 NAY N A M)
$7531/5¢ /544755 /55A /56537 ’

‘9. 832 *SALIT PREP 1°

USING (SPLITPREP PH-3 [N V1) NEG Neet 1) (STINORD P £ K) (RESPONSE Mot ¥ & M)
(PHSCLE FW-3 (CUE PN-3 0T Xt XX ))

INSIPTING (SSLITAPOD PH-3 (K VI NEG N (XX XX XU} (XR XX X))
(NDT (SPLITVOLP PN-3 1N V1) MG ¥t 1)) 1/

' 84 S4-) *SMIT PPOD MG

USING (SPLITPROD FW-3 W V1) M(C ¥ (XX XX XI) EXY XX XND)
WHSIEME PN-3 TINDTY (F UI1) INDT (R V) (NOT (P V)))) NEC 1)
(UHSPPEL PN-3 CILETE VI (LRSTNEN PN-31 (RMGOE PN-D (CK PN-2 XX XX RED)
(PHSIMCE PN-3 WB1) (POSSADDTOCLE PH-2 N A M2

ADOPROD
PN-4 Y




[ Outasied Trece o TiveePsr Tost

LMS tLETL V1) (NDOT (F V1)) (NDT (R V1)) (NDY (P VI)) (NDY (N V1))
RNS (FIPED (QUOTE PN-4)) (IMAGE (QUOTE MUSTY

(CUETRIMLE (QUOTE PN-4) (QUDTE XX) (QUOTE XX) (QUOTE XX))
VRS V1

REPPROD
PN-3 ° T °
LNS ILETL VD) (N VD)
RS (FIPED (QUOTE PN-3)) (IMAGE (QUOTE W11
(CUETRIALE (QUOTE PN-3) (QUOTE X¥3 (QUOTE XX) (QUOTE XX))
YRS vy
INSEPTING (RODPPODP PN-4)
ILMSTERPT PN-4 ((NOY tF U1)) (NDT (P U1)) INOT (P UE) (NOT (W V1)1 MEG 1)
(LMSPPEL PN-¢ (LLETL V1)) (PHSINAGE PN-4 NI}
(PMSCUE PN-4 (CUE PN-4 XX XX XX)) (PEPPRODP PN-3)
(LMSTEPH PN-3 ((N V1)) POS 1) (LASTAEW PN-4)
(NDT (SPLITPPOD PN-3 (N V1) MEG NAM (XX XX XX) (XX XX XX})}
(NOT (LHSTERM PN-3 (INOT (F V1)) (NOT (R V11V (NOT (P U1))) NEG 1))
(NDT (LASTNEW PN-31) (NOT (PHSCUE PN-3 (CLE PN-3 XX XX XX)))
INOT (PHSIMAGE PN-3 MUT)) (NOT (POSSRDDTOCIE PN-2 N & W)
(RMSCUE PN-3 (CUE PN-3 XX XX XX1) (RHSIMAGE PN-3 NMW1) S2S1CBCCRCSCHCICCINZ
SISINGISIREESSASES NI /RIRI1OPAPSF 1T 2F 3

ADDPRODP (PN-4)
REPPRODP (PN-3)
REPRMSP (PN-2)

REPLY (0K}
SAMED PN-¢ PN-3 PN-2 PN-1 PN-)
NIL

TOP LEVEL RSSERT NIL

PN-1 ° NET °

LHS (LEY1 V1) (F VD)

RMS (EX]ISTS CI) (FIPED (QUOTE PN-1)3) (1MAGE (QUOTE OUNNO)Y (LETE C1) (N CDY
(CUETRIFLE (QUOTE PN-1) CI (QUOTE XX) (QUDTE XT))

VARS V)

PH-1 ° NET °

LHS (LETS V1) (P VU))

RHS (EXISTS C1t (FIPED (QUOTE PR-))3 LIMAGE (QUDTE DUNNDI) (LETL C1) (P CD)
(CUETRIPLE 1OUDTE PM-3) C1 (OUDTE XX) (QUOTE X))

VRS Ut

PN-2 " NET °

LHS (LETS V1Y (P VD)

PMS (EXISTS C1) (FIPED (QUDTE PN-21) TIMAGE (QUOTE POR)) (LETY Ci) (N CI)
(CUETRIAME (QUOTE PN-2) €1 (QUOTE XX) (QUOYE XX))

VAPS V)

PN-3 * MEY °

LHS (LETI V) (N V)

RMS (FIPED (QUOTE PN-31) (1MACE (QUOTE M¥1))
(CUETRIPLE (OUOTE PN-3) (QUCTE XX) (QUOTE XX) (QRIOTE XX))

veRs Vi

PN-4 ° NET °

AHS (LETI V1) (NOT (F V1Y) (NDT (R V1)) INOT (P Vi) (NDT (N V1))

KMS (FIPED (QUDTE FN-4)) (IMACE (QUOTE M)
(CUETPIPLE (QUDTE PN-41 (QUOTE XX) (QUOTE XX1 (QUOTE XX))

WARS VI

LASTNEN (PN-4)
LHSPPEL (PR~1 LELETE V1)) (PN-1 (CLETS VEYD) (PN-2 LOLET VI
(PN-3 (ILETE V1)) (FN-8 ((LETI VD))
LMSTERM (PM-§ ((R V1)) POS 1) (PN-1 ((F V1)) POS 1) (PN-2 ({LP VI)) POS 1)
(PN-3 {(N V1) POS ))
(PN-4 (INOT (F V1) (NOT (P VD) INDT (P VI INOT (N UIYI) MG 1)
RMSCUE (PP-} (CUE PM-3 P XX XX)) §PN-) ICLE PN-) N XU XX))
{PN~2 (CLE PN-C N XX XN)) (PN-3 (CLE PN-I XT XY XX1)
(PN-4 (CUE PN-¢ XX XX XX))
RMSIMAGE (PR-§ DUNNO! (PN-1 DUNNO) (PN-2 POP) (PN-3 NN (PN-4 WUN)

RUN TIME 44.3 SEC

Cxam "wy FIPE wwCT 7 T \l4
7% 122 [ ] 272 .40 3.0 1.9
0.110 ©.36) €.528 0.119 SIC MG

224 INSERTS 148 OELEYES 7 WwlNINGS § NEW DBJECTS
MAX 1 SIPX LENGTH 33

c . 1330

CORE (FREE.FULL)\ (0640 . 1013) USED (1302 . 109)

(ACTS LOROPS (EPON . €XP) (EPWISR . MAC) (PRI MU BPEIPTY SIPTUIPTY SIPREreTY
SPIUPTY SPILIPTY SIPEIPTY

™t

(F1-1 PN-1-1 F2-1 €1~ €3-1 €2-1 PM=)-1 F3-] €1-2 RIO-1 M2~} PM-1-2 F2-2 E3-2
€2-2 €1-3 Pe-) C1-) PSA-1 PS-) E4-1 P1-1-) F2-3 £3-9 £2-3 €1-4 PM-1-4 F3-2
€1-5 £1-6 P18-2 #3-1 PO-1 R3-1 Ca-§ $7-1 S)-) @S-2 €4-2 €4-) PR-1-5 F2-4 E2-¢
€3-4 U1-7 PN-2-3 F3-3 €1-8 R10-3 RI-2 R7-} R7-2 R7~-] M-} C4-2 $3-3 $1-2
PH-2-2 £2-S €2-5 €3-S £1-9 R4-2 C1-2 RSA-2 05-3 £4-4 PN-2-2 F2-6 €1-10 £3-6
€2-6 MN-3-1 13-4 E1-11 R10-¢ RD-) RIT-1 R?-D R7-4 WG-2 C4-D $2-2 $1-D

FIRED 28 QUY OF ¢6 PRODS

(SAEPS (PN}
CLOSED (EPR)L . EXP)

(CLOSED (EPwn1Y . DBS))

B T T I T

SECOND SEC OF THREE PaIPS

TOP LEVEL ASSLART (STIn FI6) PN-2PN-3 /

' PN-1-1 °MET® F3F2/

te. F2-1 °STIm rFire” RSE2/

t3. €2-1 °STim PENZ” €y

14 €31 *STIm vEM3” (373

ts. £1-1 “STim REMY® C4RIF INIPN-3/

's. PN-3-3 ONCYC F2FY/

t?. F3-3 0L FIFE” Cee2e %1/

' e. €1-2 *STIN PNy ” RSRIRININIOC 1C2CI 2F I 1SISINGASHESSEANS
REPLY (1)

T

T0P LWL RSSERT (PESF M) PSRz MY/

'e. R3-} "PEPLY WRONG®  RB/RIARIC/

t 318, P-1  C(OPRT T OK* RE/RSER?/

i Rt ‘compat Yo

112. @72 “COMPAT 1.° e 9§/

t i3, Pt “CoPat o ey

LN LR 8 | "X LS POS 3°  SESSA/SS/SeAsse/

115, 54y *SPLIT PREP 2° S1/82/

116, -} *SPLIT FROD POS® c2/

t17. €2~ e el &0 S2CIC1S1C2SISINEINTS¢SHASESSASECBC 7CELCECARIER T /
R3IP4F)

AOOPPODP (PN-S)

REPPPODP (PN-3)

REPRHSP (PN-})

REPLY (OK)

SAKED PN-S PH-& PN-] PN-2 PN-] P}

wiL

T0P LEVEL ASSERT (STIm Pt} PN 3PN 4 P 2PN 1E 1M1 7

' 18, PR-1-) T PN

19, 122 *STin Fivg” »sEy/

120 €32 *STim Pty o R/

ta. R *Stin PERQ® (11874

L SN S B 30 [ 1 b RF FRIPN-SPN- I PN-T/

123, PN-2-1 N Ry

' 24 F32 QO e T x2¢€1/

125, €t °stin Ptmy° .

126 018 cstin EENyS PSRZRINIONEF 2CICCIT IPN-IPN-SF I RISSASESIAg4SIN
I

ALY (POR)




tPaM Outeited Trace on Tiwon Far Toat <

T

TOP LEVEL ASSERT (RESP POR) SISINGESINZ /RSRI/MFIRY/
' 27. Ri-t CREALY MATOH®  RIRIOPIN?

REPLY (OK)

SAVED PN-5 PN-4 PN-3 PN-2 PN-] PM-)

NIL
TOP LEVEL ASSERT (STIA PEX) PN-1E1PN-2/ . '
' 8. PN-2-2 MY FXFQ/ 8

t29. f2-3 °Stinm FiPE® PSE2/

' 3. 243 °STin Pem2e £y

t 3. £33 *STin PEnMI° €4€Y/

t 32. €t-6 °STin M ROFINIPN- 1PN-IN- 4 /TH-5PN-Z /PN-1F 1 SISINGASIASS
SSAR9

4

TOP LEVEL NSSEPT (PESP NwM) S4SHESSSRF P4/

t 33, P4y *PLALY ABS® PSEL/

3. E1-2 *STIn PNy E3E2TACY /L3IM2/

3s.  2-2 SCH CUEY” S$15203T1C25753053RIS4S4RESSSASEF INIF IRSA/
36. PSA-1 P STIm-° PS5/

32. PS-1 “PFE STIm® £/

38. €4-1 SSTIN PEM REN®  PN-S/PN-4/PN- 3PH-IPN-2/
9. PN-2-3 MY F/

406. F2-¢ cSTIn FIPES €2/

4. £2-¢ STIN PEnc €3/

42. €3-4 cSTin PLNI° RSE1/

43 E£1-P SSTIN PEM) E4RAF IP3IN-I/

4. PN-3-2 NET* FIFY/

45. f3-3 "G Flee” €eg2e4/

46. E1-9 *STIn PEMY €3/

4. 3-S5 °STIN PEM3” PSPPI |8/

48. PlO-1 *PEH PESPT P1/57PSPA/

9. P22 SPEPLY WPING”  PHPB/PIC/

$9.  PC-2  “COMPAT T (x°

51. P?C-3  °COMWPAT T OK*  PB/PSER7/

5. £>-3 COMPAY Te* s/

53. Pg-2 “COMPAY +° Ce/LS/TE/CH/

9. ce-1 CEXT LS POS 27 S3/S753A/54R/55/

55. $5-1 °SPLIT PPEP 3 S2/

S6 52-2 "SPLIT PPOO POS® cy

82. €31 “CH CE2* ss CICIS2S1CIS655A54P25 75 IR5ISHRESLBC TBLSCIRY /
R3R)OF 1R4F 2F IPN-S

- -  m e e . o . . = = e cm . e o e

AODPPODP (PN-6)
PEPPPODP (PN-2)
REPRUSP (PN-2)

REPLY (OKX)
SAVED PN-6 PN-5 PN-4 PN-3 PN-2 PN-| PRt-}

NIL

TOP LEVEL ASSERT NIL

PN-1 * AET *

LHS (LETL VI (F Vv

PUS (EXISTS C1 €31 (FIPLO rQUOTE PN-1)1 (IMWE 1TADTE DUNNDIY (LETE C1) (N C1)
(ET3 €3 (M £ (CURTPIME (QUOTE PN-1) €1 (QDTE XT) L)

WS Vi

[oa 0¥ I 3 M

LMS (LET) VY PV

PHS (LXISTS CIY (FIPED (QUOTE PR-1)) (IMGE (QUDTE DUNNDIT (LETS CE) (P CID
(QUIPINE (DTE P-4 L1 IRDIE XX) (DT XN

vers vy

PN-2 * WY °

LMS (LETE V1) 1P VD)

H-

™S (CXISTS €1 €2 C3) (FIREO (GUOTE PN-21) (1MAGE (QUOTE POR)) (LETS €19 (N CI)
(WETZ €21 (A T2 (LET3 CI (N T (QETRIALE (QOTE PN-2) C§ C2Z CD)
s Vi
-3 ° WET T
LS (LETT V1) (N VEY (CETI V3D (N VD) (LETZ V) (A VD)
WS (FIPED (RNTE PN-3)) (1MAGE (QUDTE NaM))
(CUETRIALE (QUDTE PN-3) (QUOTE XX) (QUDTE XX} (QUOTE XX))
wes vz V3 v
PN-4 ° MY
LHS (LETE V1) (NOT (F Vi)Y (NOT (R V1Y) (NOT (P Vi)Y (NDY (N VI)}
WS (F [PED (QUOTE PN-911 (IMGE (GUOTE MIM))
(QUETPIMLE (QUOTE PN-4) (QUDTE XX) (QUOTE XX) (QUDTE X))
WS Vi
M-S ° T °
LHS (LETE V1) (N V1) (LETI V31 (NOT (1 U3)) i
WS (FIFED (QUOTE PN-S1) (IMWGE (QUOTE M))
(CUCTIPIALL (QUOTE PN-5) (QUOTE XX) (QUOTE XX) LQUDTE XX)D
wRs V3 vy
L B T 4 B
LMS CLETE Vi) (N VD) CLETI VI) (M U3) (LET2 V2) (NDT (A V2))
RS (FIPED (QUOTE PN-61) tIMAGE (1QUOTE NURY)
(CUETRIFLE (QUDTE PN-B) TQUDTE XX) (QUDTE XX) (QUOTE XX))
WRS V2 VI Vi

LASTAEN (PN-B)

LNSPPEL (FM-) ((LET) V)))) (PN-1 C(CLETY V11)) (PN-2 CCLETE VII))
IPN-3 COLETE VD) (N VI (LETZ V3D (1 VD) (LET2 V2))) (PN-4 ((LETL VII))
(PN-S LILETY VIY (N VI (LET3 V31
(PN-8 LILETE V)Y (N V1) (LETI VY (M VDY (LET2 v2I))

LHSTERPN (PH-1 ((R V1)) POS 1) (PN-1 ((F V1)) POS 1) (PN-2 ({P V1Y) POS §)
{PN-3 (R V2)) POS 3
(PN-4 (INDT IF VIXI INDT (R V1)) INDT (P VIX1 (NOY (N V1)) NEG 1)
(PN-5 C(INDY (M V3))) NEG 2! (PN-6 (INDT (R V21)) NEG 3}

MMSCUE tPM-] (CUE Pre] P XX XK1Y (PN-1 (CUE FN-|1 N XX M})
IPN-2 (CUE PN-2 W R M1 (PN-3 (CUE PN-3 XTI XK XX)) (PN-4& (CUE PN-4 XX XX XX))
(PN-5 1CLE PN-S XX ¥X XX)) (PN-B (CLE PN-B XX XX XX))

RHSIMAGT (PM-1 OUNNO) (PN-1 OUNNO) (PN-2 PORI (PN-3 NAMT) (PN-¢ NUM) (PN-S NW1)
1PN-5 M)

RN THHE 3C.0 SEC

(3G, Py fiee Y En (744 \ L4
2% .4 s? 52 .82 3.3% 1.4¢
0.116 £.3%) ©.5%62 0.127 SEC G

154 INSEPTS 98 OELETES 2 WARNIAGS 7 NEN DBRJELTS
Mt 1 SIPX LENGTH 34
CORE (FREE.FUL)) (BB20 . 1B36) USED (1322 . 66)

+RCTS LOADPS (EPHM . EXP) (EPAMSR . MAC) EPAMC RUN SIPKEIPTY SHPIEMPTY SHPIErPTY
SIFILPTY SPIUPTY SIPIEMPTY SAVEPS (CLOSED (EPRIL . EXP)) SAEDB (CLOSED ¢
EPresil . OBSI) (CLOSED (EPATLL . TRS)) PUN SIPILMPTY SIPILIFTY SIPITMPTY
SMPILMPYY SIPXErPTY SHPITIPTY

TRCE

(PN-3-1 F2-1 £2-1 €3-1 L1~ PN-3-3 F3-) €1-7 R3-) R7C-1 R?-1 R7-2 PR-§ C7-1
S4-1 §2-1 C2-1 PM-1-1 F2-2 €3-2 £2-2 €1-3 PN-2-1 F3-Q E1-¢ €1-5 RI-] PN-2-2
F2-3 €2-3 £3-3 €1-6 Pe-} E1-7 £2-2 RSA~) RS-} E4~) PN-2-3 F2-4 £2-4 £3-9 £1-6
PN-3-2 F3-3 €£1-9 £3-5 R10-1 R3-2 R7C-2 RXC-I R7-3 R6-2 CB-1 SS-3 $2-2 C3-1)

FIPEO 26 QUT OF 48 PRODS

(SAVEPS EPAIN)
CLOSED (EPa12 . EXP)

(QLOSED (EPAMI2 . DBS))

R N T T T I R

THIPD SEG (F THEE PuiPg

0P LEVEL ASSERT (STIRM 71R) -y T e

1. PN-1-1 METS TRy

2. £2-1 NALESL, & RSE2/

3. €= M2 L, LN (374

.. €1-) *STIN PEmyc (21

S. £3-) MALE 1, E4Ref INIPN-GPN-5 /PN-IPN-1 /PT4- | PN-2PN-4 /F 1 PSSR
$S547645I83

1
1
4
!
[
'

[POUUIIU S



(-8 Dotaiind Troco on Tirgo-Por Yoot PAM
A4 \J
TOP LEVEL ASSERT (RSP M) SERZSSASASIPIRIRSF 1Re/ TOP LEVEL ASSERT (PESP W1} S?SERIR3I/MSRY/
! 6. Re-1 CPEPLY ROS” Eemse2e1/ 142. -3 SREFLY MATCH®  RIGRIR2RD
t 2 €1-2 °STim PEM)® (%7
te €3-2 °STin FENY° careycy
te. €31 “CH Cwe2® S1S2CIC2CISESSASAP2S 7S IS ISIASSF 20 I 95/ REALY 1OX)
118, RSA~] P STIM-* "5/
! 11. RS-} P ST €es SAED PN-6 PN-5 PN-4 PH-3 PN-T PN~] PT%-)
t 12, £e-t °STIN PEM PEN®  PN-IPN-S/PN-E/PN-1/
113, PN-1-2 WTYTT P/ LLY
i‘ 1 1e. F2-2 *STIN FIPg" €2/
- 145, €£2-2 °STIn PEn2e RSEN/
t 16, €1-3 °STin PEM® ty stesccrsecccecrasacen
. 117, £3-3 *STIn PEMI° Ee4RefINPN-6/
118, PN-G-t °NET*  FFY/ .
. t19. ri-y “C fire” E4EI/ . : TOP LEVEL RSSERT WIL
t 20. E3-¢ “STin PEN3” €1/ .
t 21, Et-¢ °STIN PEMI” €2/ PN-1 ° NET
122, €2-3 “ST.h PEN2° RSR1O/ LHS (LETS V1) (F V)
' 23. RIB-1  “REH RESPT RI/RZ /RASESSASIS TP/ ®HS (EXISTS €1 C2 €3 (FIPED (QUDTE PN-11) (IMAGE (QUDTE DUNND) ) (LETI CIY
F 124, R)-} SREPLY PATCH®  RINZRIOR]C2F2CICIF IPN-5PN-3 (N C1) (LET2 €2) (U €2) (LETI CI) (1 €I (CUETRIALE (QUOTE PN-1) CI C2 €3)
VRS V)
REPRHSP (PN-1) -] ° NET "
LHS (LETI V1) (R VD)
REPLY 10K) ’ RHS (EXISTS C1) (FIPED (QUOTE PM-1)) (IMAGE (QUOTE DUNND)) (LETL C1) (P C1?
(CUETRIPLE (QUDTE Fr-1) C! (QUDTE XX) (QUOTE XX))
SAVED PN-6 PN-5 PN-4 PN-3 PN-2 PN-) PR-1 VRS V)
PN-2 ° MY
NIL LWS (LETI V) (P VD)

RMS (EXISTS C1 €2 €3} (FIPED (QUOYE PN-21) {IMAGE (QUOTE POR)IY (LETI C1) INCD)
(LET2 C2) (A C2) (LETI C3) (M CI) (CUETRIALE (QUOTE PN-2) CI C2 CI)

D I I I wRS VI
. PN-3 * KT
LHS (LETY V1) (N V) (LET3 V) (M U3y (LEY2 V2) (A V2)
TOP LEVEL ASSERT (571M Prv1) PN-4/PN-2PN-1/ RHS (FIPED (OUOTE PN-3)) (IMRGE (QUDTE WW))
125, PnM-3-1 CAETC F3FQ/ (CUETPIPLE (QUOTE PN-3} (QUOTE XX) (QUDTE XX) (QUOTE XX))
1 26. rF2-3 "STin FIPE” RSEY/ WRS 2 V3 Vi '
t 27, €3-% °STin PEn3” €17 PN-4 " MY '
t 20. £1-% *STin PEM) E2/ LHS (LETI V1) (NOT (F V1) (NDT (R V1)) (NDY (P V§)) (NDT (N V1))
t 29, €2-4 “SYIn PENZ” EIR4F IRIPN-GPN-IPN- | /PN-4 /PN-2/ BHS (FIPFD (QUOTE PN-4)) (I1MAGE TQUOTE NUM))
1 39. PN-2-1 °"NET" F2F3/ (QUETPIALE (QUDTE PN-4) (QUDTE XX) (QUOTE XX) (QUOTE XX)) ]
! 31. F3-2 ‘O FiRE” €2/ wRs Ui
' 32. €2-8 *STIn PEMC® €1/ N-S T
' 33, £1-6 °STIM PEMY® LS (LETE VI (N V1Y (LETI V31 (MDY (N V3))
t 34, €-? cSTim pEMi” €3/ S (FIPED (QUDIE PN-5)) T1PRGE TQUDTE 1))
'3, €36 *STiN PEN3® PSEARINIROR | F IC 1CIF 2CIPN-SPN-IPN-BF 1 SISING4AES (CLETPIALE (QUOTE PN-5) {QUDTE XX) (OUOTE XX) (QUODTE XX))
RI55A54 VRS V3 Vi
PN-§ ° MY
LHS (LETY V1) (N V1Y (LETI V) (M US) (LET2 V2) (NDT (A V2))
REPLY (POR) S (FIPED (QUOTE PN-611 T1MACE (QUDTE NUM))
(CLETPIALE (QUOTE PN-6! (QUDTE XX} {QUOTE XX} {QUDTE XY))
WS V2 v3 V)
)
TOP LEVEL ASSERT (PESP POR) FIRSRAMY/ LASTNEN (PN-G)
! 36. R}-2 "REPLY MATCH®  RIRI(WZR) LHSPPEL (PR-] (CLETS VIIIT (PN-1 LCLETE VIDD) (PN-2 (CLETL VIOID)
(PN-3 CCLETT VI (N VI (LETI U3 (M V3 (LETZ V211) (PN-4 C(LLETS VIO
(PN-5 CILETT V1) (N VY (LETI V)
REALY (0K} IPN-6 COLET) VY (N U1 (LET3 VD (M V) (LET2 Vi)
LHSTEPM (P-1 (IR V) POS 1) (PN~1 (IF V1)) POS 1) (PN-2 ((P V1)) POS 1)
SAKD PN-6 PN-S PN-4 PN-3 PN-2 PN-1 PP} (PN-3 ((A U2)) POS )
(PN-4 (INOT (F V1)) (NDT (R V1)) (NOT (P V1)) (NOT (N ¥1D)) NEG 1)
NIL {PN-5 (INDT (R U313) AEG 2) (PN-B (INDY tA U21)) MG 3J)

RHSCUE (PM-1 (CLE FM=1 P XX XX)) (PN-] (CUE PN-1 N U M)) (PN-2 (CUE PN-2Z N R R 4
(PN-3 (CUE PN-3 XY YX YZ1) (PN-4 (CLE PN-¢ XX XX XX)}

L IR IR S R (PN-S (CLUE PN-5 XX XX XX1) (PN-§ (CLE PN-6 KK XK XX}}
RHSINAGE (PM-] DUNND) (PN-1 DUNNO) (PN-2 POR) (PN-3 W) (PN-¢ NUM) (PN-5 W)
(PN-6 M)
T0P LEVEL RSSEPT (ST{M 1) PN-IPN-2/
' 37, PN-2-2 N1 P33R/ N TIrE 22.9 SFC
' 39. F2-4 MU LESL 3 PSE/
'35 E2-8 °Stin pEnze €1/ [$0,] ™y fiet wact b en w .
' 48. ([1-0 *STin pEmy” €3/ 207 61 4 186 .40 3.3 1.3
t e E32 *STin PEny” CORST INIPN-5/PY-3/ 0.111 0.375 0.487 0.12) SEC A
' 42, PN-3-1 TNCTT FIFY/
' 43, F3-3 Cur FIree €y 115 INSEPTS 70 DELEILS P WONINGS 2 MW OBNCTS
t 44 £3-9 “STIM PENY” €/ PMRY (SIPX LEINGTH 09 *
t 5. 0O1-9 R ULE G €2/ COPE (FRPEE.TLLL)+ (BS540 . 18401 USED C109¢ . 8)
!

%. €2-7 *STIN RERQC REE4NINIRINIOCIFICICIF IPN-EF 1S4SSARISSSIAEINSI
1RCTS LOROPS (EPAR . ETP) (TPWISR . MAC) LMW MUN STPLEMPTY SMPITMPTY SHPILIPTY
SPITMPTY SAPIEPTY SPIEMPTY SAAPS (CLOSED TEPAIL . EXP)) SAVEDA TCLOSED
REPLY (VYY) EParts) . DBS)) (CLOSED (EFRITT . TPS)) PUN SHPICIPTY SIPIEMPIY SPPITIPTY
SPIMPTY SPITMPTY SIPICMPTY SAEPS (CLOSED (EPRIZ . EXF)) SAVED0 tCLOSED (¢
EPre112 . DBSY! (CLOSED (EPRIIZ . TRS)) RUN SIPILIPTY SIPXUIPTY SIPALIPTY

c. 115-38




ErAM Dotsilnd Traco on Tivge Pav Tost [}
SMPXEMPTY SIPXEMPTY SIPXEIPTY CORE (FREC.FURL)Y (@S35 . 1826) USED (-SS62 . 72)
TRCE FIRED t1 OUT OF 48 PRODS
(PN-1-1 F2-3 E2-1 E1-) €3-) P4-1 E1-2 £3-2 C3-) WSA-) RS-} [4-) PY-)-2 £2-2
4 €2-2 £1-3 £3-3 PN-5-1 F3-1 €3-4 €1-4 £2-3 Pi(-) Mi~) PH-1-) F2-3 £3-5 E1-§
3 €2-4 PN-2-1 F3-2 E2-S €£1-6 £1-7 €3-6 R1-2 PN-2-2 F2-4 E2-6 E1-8 £3-7 PN-3-) L R R I I
F3-3 €3-0 £1-9 £2-7 P1-))
FIRED 17 QUY OF 48 PPODS
(CONTROL FLOW SUMIWRY FOR TWREE-PAIR TEST)
{SAVEPS EPAIN) .
CLOSED (EPA13 . EXP) PreRcEs
T . (CLOSED (EPANM13 . DBS)) fi1-1 [ 4 1.
. m-5-1 P 1.
«  FOURTH CYCLE THROUGH PAIPS: ALL CORPECT . f2-1 ¢ 1
) 0 € 3.
Prig-g P 1.
et --- Fa-1 f 1.
€1-2 € 1.
Rie-1 R 2..
THREE PAIPS / FOUR CYCLES M-1-2 » 1.
r2-2 14 1.
STIN FIB / PESP NUM / PEPLY (K / £3-2 E 3..
STIN RN /7 PESP POP / PEPLY (K / Ré- [ 4 1.
STIN PEK / PESP NAM / REPLY OK / €1-1 C 1.
RSA-1 [ ] 2..
RUN TIME 4.3 SEC E4-1 E 1.
Pr-i-3 P 1.
Exant TRY flee MWCT  EF €n " F2-3 1 4 1.
e 122 8¢ 3 4.48 3.08 1.45 €3-3 € 2.
8.118 ©6.363 @.578 0.119 SEC AW Pr-1-4 P 1.
. F3-2 r 1.
T 224 INSERTS 148 DELETES 7 MARNINGS 5 NTW DBJECTS €1-5 4 2.
HAX 1SMPX LENGTH 33 RID-2 R 4.,
COPE (FPEE.FULL)Y (8640 . 1813} USED (1302 . 109) Ce-t 4 1.
$7-1 s 2.
FIPED 28 DUT OF 46 PRODS PS-2 R 1.
E¢-2 € 2.
STIN FIB 7 PEPLY NAN / PESP NUM / REPLY (X / Pr-1-8 P 1.
STIn Part /7 PEPLY POP / PESP POR /7 PEPLY D0 / F2-4 F 1.
STIN PEK 7 PESP N1 7 PEPLY OV / £2-¢ 4 3...
PN-2-1 P 1.
RUN TIrE 32.90 SEC F3-3 f 1.
£1-9 t ).
Exan TRY FIPE WRCT  EfF | ¥2] \ V4 ?1%3 R | TR
275 82 5?7 252 4.02 3.3 1.44 ce- 4 1.
0.116 0.399 ©.562 0.127 SEC MG $2-t s 2.
PN-2-2 P 1.
154 INSEPTS 98 DELETES 2 NARNINGS ? MEW DBJECTS F2-5 f 1.
MAX (SPPX LENGTH 34 t2-$ € 3.
CORE (FREE.FLRLI: (8626 . 16361 USED (1322 . 861 Re-2 L4 i
€1-2 4 i
FIPED 26 OUT OF 48 PRODS RSA-2 R 2.
€e-4 [4 f. k
SYIN FID /7 RESP N / PEPLY OK / PN-2-3 P 1.
STIN Prit 7 PEPLY POR / PESP POR / PEPLY (X / F2-6 f 1.
STIN PE). 7/ PEPLY Nt / PESP N1 / PEPLY (W / (S831.] € 3..
PN-3-1 P 1.
RUN TIME 22.9 SEC f3-¢ f 1.
t-n [ 1.
ExAM TRY FIPt L S ¥ 4 esnt A\ RIp-4 R B..... .
29? 61 47 106 4.4@ 3.3 1.3 Ce-y |4 1. .
e.111 0.37S 0.487 0.123) SEC AG $3-2 s 2.
PN-1-1 P 1.
116 INSEPTS 70 DELETTS @ WARNNGS ? NEW OBJLCTS f2-1 4 1.
PAX (SHPX LENGTH 29 £€2-) € 3...
CORE (FRLE.FULL ) (BG48 . (840} USED 13294 . B2) PN-3-1 P 1.
ri-y F 1.
FIPEO 1?7 QUT OF 48 FPODS €-2 € 1.
. R3-t L] $..... 4
STIN FIB 7 PEPLY MW / PESP M / PEPLY OV, / €71 c i
STIN Prt 7 PEPLY POR ) RESP POR /7 REPLY (K / $4-4 s 2.
STIN PLX /7 PEPLY Nl /7 PESP Nt / PEPLY (X / €2t C 1.
m-1-) [ 4 .
PUM TirE 18.4 SEC r2-2 r 1.
€32 € 3.
Exan ®Y rist wygr €7 o \d PN-2-1 P 1.
122 1" 3¢ 14 5.°76 “20 t.21 r3-2 1.4 1.
9.107 8.449 0.5¢1 8.1 SIC MG €1-4 € 2..
R1-1 L] 1.
B2 INSERTS 49 DOLETIS 6 WMARNINGS 7 MM DBJCCTS Mw-2-2 P 1.
MAX SIPX LENGTH 29 F2-3 r 1.
1 [
|




c Delalad 170co on TivooPor Tos) A
€2-3 [ 4 3.
Re-1 L} 1. fovendin D. Susaery af Behavier for Qiher Jesis
E1-? [ 4 1.
c2-2 4 1. SEVEN PRIPS / THRCE CYOLES
j RSA-1 R 2..
€e-) € 1. STIN PRY /7 RESP CON / PEPLY OK /
PN-2-3 P 1. STIN BEX /7 RESP LUO /7 REALY (X /
F2-4 r 1. STIN CIT /7 RESP DER / PEPLY OK /
€2-4¢ | 4 3. STIN BX / REPLY LUQ /7 PESP M8 / REMLY OX /
PN-3-2 P 1. STIN ML /7 PESP LEQ /7 PEPLY OK /
F3-3 F 3. STIN REB / REPLY LED /7 PESP MOL / REALY (K /
.\ €1-9 € 2.. STIN WOJ / REPLY LEQ / RESP PED / REPLY OX / -
RiG-1 r [ TP
-, c8-1 c 1. RN TIIE 2 MIN. 5.0 SEC
55-1 s 2. . .
€3-1 c 1. ' €xan T®RY FIRE WWCT ENF en \0.4
PN-1-1 P 1. . 1037 316 239 1663 <¢.3¢ 3.2 1. -
F2-1 r 1. 0.130 0.427 0.555 0.12? SEC MG
€2-1 £ 3...
Re-1 R 1. 630 INSERTS 433 DELETES 36 MWNINGS 12 NEN OBJICTS
€3-2 £ 2.. MY (SIPE LERGTH 40
C3-1 [ 1. CORE (FREE.FLAL)r (19366 . 29)0) USED (j400 . 32)
PSA-1 R 2..
E4-1 £ 1.
PN-1-2 P 1. STIn PRX / PEPLY DUNND /7 PESP CON / REPLY (X /
F2-2 F 1. STIN BEX / PESP LWQ 7 PEPLY Ov /
E2-2 £ 3. STIN CIT / REPLY DER / PESP DER / PEPLY OK /
PN-6-1 P 1. STIN BU / PEPLY LUQ / RESP MWAB 7 PEPLY DK /
F3-1 F t. STIN N / PEPLY PED / PESP LEC / REPLY OX /
£3-4 £ 3... STIN PEB / PEPLY MOL / PESP MOL / REPLY OX /
R1Q-1 " 2. STIN NOJ / PEPLY PED 7 PESP PED / PEALY OK /
PH-1-] P 1.
F2-3 F 1. BUN TIME § MIN, 9.9 SEC
€3-5 3 3..
PN-2-1 P 1. £xan ®RY FIPE MWCT €7 en w
F3-2 F 1. sie 248 173 28 4.73  3.® - 1.4)
£2-5 E ‘.. 0.133 0.439 0.630 0.152 S$IC MG
R1-2 R 1.
PN-2-2 P 1. 428 INSERTS 299 DELETES 18 MAPNINGS 1S NEW OBJECTS
F2-4 f 1. ML (SIPK LENGTH 39
€2-6 € 3.. CORE (FPEC.FLAL) 19967 . 2918) USED (1799 . 49)
PN-3-1 P 1.
F3-3 F 1.
£3-8 £ 3. STIN PRYX / PEPLY CON /7 PESP TON /7 REPLY OX /
R1-3 3 1. STIm BEL / REPLY LUG / PESP LUQ / PEMLY OK /
SHM CIT 7 PEPLY DER / PLSP DXR / PERLY X /
STIN BN / REPLY B / PESP M@ / PEPLY OX /
PERCENTACES OF FIPINGS DF EACH TYPE. OUY OF T10YAL 188 STIM MY 7 PERLY LEQ / PISP LEQ 7 PERLY (X /
[ T3S ST PEB / PLALY POL /7 RISP MO 7 PEMLY OX /
F13..oiiiveennes STIN NOJ / PERLY PED 7 PESP PED / PERLY (X /
R 28 e eieineravsrnoiossacnss N TE 2. SEC
CS.....
s$S..... (7] ter (21 SN SN ¥4 en w
9% € n 304 .58 “«“n 1.9
IR 0556 070 9.1 SEC A
199 INSIPTS 16 DELETES O MARNINGS 1S MEN OBJECTS
MY I SPI LENGTH 3?7
COPE (FREE.FULL): (9922 . 2005) USED (1844 . 95)
. NINE PRIPS 7 TIREE CTOLES
. STIn POt /7 PTSP LUB 7 PEALY DX /
STIm KB /7 PLSP TIR / PEPLY DA / .
STIR VY@ / PESP RIN /7 PIMLY DX /
SHR I / FISP QD / PIMLY O /
STIN WD / PLSP NYL / PEPLY Ov. /
STIR XOV /7 PESP DUP / PEALY Ox /
STIN WW 7 PERLY RIN 2 PESP 1K 7 PERLY OX / .
STin P 7 PEALY (LB / PESP J1B / MIRY OX /
STIM L18 7 PESP ROX / PEPLY OK /7
N TIIE 3 rIN. 9.27 SEC
Cran A4 rivg et T en w
12 o % 1460 €20 3.0 .28
0.13) 0.440 0565 0.1 SEC MG
0. n.ss
S PR et




EPAM

Sumnery of Behavar for Othor Tosts

B854 INSEPTS 606 OCLETES 95 WAPNINGS 15 NEW ORJECTS
PAX 1SMPX LENGTH 42
COPE (FREE.FULLI (5810 . 1438) USED (4124 . 424)

FIRED 39 OUT OF S§ PRODS

STIN PON / PEPLY LUB /7 PESP LUB / REPLY OX /
STIN JUB / PESP XYP / PEPLY O /

STIN VIR / REPLY RIN /7 PESP RIN / REPLY OK /
STIN KOF 7 REPLY BUD / PESP BUD /7 PEPLY OX /
STIN WUD / REPLY NYL / RESP NYL / REPLY OK /
STIN XOV / REPLY OLP / PESP DUP / REPLY OX /
STIN VAN / REPLY MEK /7 PESP MENK / REPLY 0K /
STIN PUK /7 REPLY JY8 / PESP JYB / PEPLY OK /
STIN LI1B /7 REPLY KOX / RESP KOX / REPLY OK /

RUN TIME | MIN. 23.9 SEC

EXAN RY FIPE [ A B ¥ 4 en \
63?7 12? % 41? 6.5 5.a2 1.3
0.132 0.660 ©0.056 0.20] SEC MG

266 INSEPTS 151 DELETES @ WARNINGS 15 NEW 0BJECTS
MAX 1 SHPX LENGTH 37
COPE (FREE.FULLY: (7509 . 1761) USED (2433 . 161)

FIPED 27 OUT OF S6 PPODS

STIN POM / PEPLY LU / PESP LUB 7 PEALY (K /
STIM JUB /7 PEPLY XYP / PESP xYP / PEPLY OK /
STIM VYR /7 PEPLY PIN / PESP PIN / PEPLY (X /
STIN ¥OF / REPLY BUD / PESP DUD / PEPLY O% /
STIM WD / PEFLY NTL /7 PESY NYL / REPLY 0K /
SYIM XOV / PEPLY DUP / PESP DUP / PEPLY OX /
STIM VAN / PEPLY HEY / FESP MEr. / PEPLY (X /
STin PAK 7/ REPLY JYB /7 PESP JYB / REPLY OX /
STINM L18 /7 REPLY KOX / RESP KUX / RTALY X /

RUN TIME 1 MIN. 15.2 SEC

Exan ™Y riFe weCY  E/F En 14
595 113 06 37% 6.92 5.27 1.31
€.127 O.6M 0.680 8.292 SEC A

244 INSEPTS 131 DELETES & MAPNINGS 15 NEW DBJECTS
MAX 1SHPX LENGTH 37
CORE (FRLE.FULL): (7549 . 17720) USED (2393 . 152)

FIRED 2t OUY OF $6 PROCS

LIST OF SYLLABLES AS SIX PalPS / THREE CYOLES

STIn Pax / PES| CON / REPLY Ox
STIn CON 7 PESP BEX / PEPLY (K
SYim BEx / PESP LUQ / REPLY (K
STIM LUQ / RESP CIT / REPLY On
STIN £)Y / PESP LEQ / PEPLY (W
STIM LEQ /7 RESP PAY 7 REPLY (K

N R

RUN TIME 1 MIN. 38.5 SEC

EXAr ®ry ripe Lo S ¥ en mw
%2 232 176 %61 42?7 3.2¢ 1.3
0.126 ©.390 0.514 0.118  SEC MG

451 INSEPTS 310 DELETES 1S WPNINGS 7 MW 0BJECTS
MAX 1SIPX LENGTH 36
CORE (FTREE.FULL): (7263 . 1707) USED 12179 . 21%)

FIPED 33 QUT OF 8 PRODS

STIM PAx / PEPLY CIT / PESP LON / RERLY OX /
STin CON 7 PESP BEY / REPLY O /
STIN BEX 7 PESP LL) /7 REMLY O /
STIM LUQ / RESP CIT /7 PEALY Ok /
STIN CIT / PEPLY LEQ / PESP LEQ 7 REALY OK /
STIN LEQ /7 PEPLY PAXY / PESP PaX /7 REPLY OX /

RUN TIME 3 MIN, 101 SEC

trn ™y iR WY €7 [ T) mw
653 1724 19¢ $9 4«58 2P .2
0.110 8.449 .52 0.135 HC MG

M6 INSERTS 233 DELETES ¢ WAANINGS 9 MEW OBJECTS
MAY 1 SPPR LENGTH 37
COPE (FREC.FULLY: (7216 . 1739) USED (2226 . 1090

FIRED 31 QUT OF §0 PRODS

STIN Pax /7 REMY CON / RSP
STIN CON /7 FEPLY BEK / RESP
STIN BEK / PEALY LUQ / #(SP
$TIN LU 7 PEMLY LT /7 RESP €1
STin CIT 7 PEMLY LEQ / PESP
STIN LEQ / REPLY PaX / RESP

MUN THE 45.4 SEC

(3] "®y FIRE WMWY £F en mw
%6 ] tal 300 .95 +.% 3.4¢
0.12¢ 0.540 0.513 @#.1S1 SEC MG

196 INSERTS 104 DELLVES ® MARNINGS 9 NEW UBJECTS
MK (SPX LENGTH 31

CORE (FREE.FULL): (8185 . 1998! USED (1756 . 114)

71750 12 QUT OF S& PRODS

22 e B S




1.
2.
3.

4.
S.

?.
LB

fopendin €. \njscasn's [P
(READY) (STIN K1) o> (MEN (READY ) (PERCLIVE Xt 7)
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Chapter [V

GPSR

A Production System Implementation of GPS

Abstract. This chapter describes a production system implementation of the General
Problem Solver (GPS), a well-known Al program. The new program, called GPSR, consists
of over 200 productions and is organized along the lines of the original. The impact of
using production systems on representation and control is discussed. Tasks given to GPSR
are expressed largely as productions. Consideration of the representation of task
knowledge and of the process of encoding the knowledge constituting GPSR's problem-
solving executive brings out characteristics of production systems as a language. The
behavior of GPSR compares favorably to that of GPS, and it is contended thet GPSR would
be an appropriate vehicle for further research, with respect to both production systems
and problem solving.
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GPSR

A. Introduction

This chapter describes a production system (PS) implementation of GPS, the general
probiem solver of Newell, Shaw, Simon, and Ernst. Of the many versions of GPS reported
by various combinations of these four authors, we have chosen the version described in
Ernst and Newell (1969). The present version, GPSR (GPS revisited), is implemented in
Psnist, for the purpose of exploring the use of PSs as an Al language. However, many
issues of interest to pure GPS research have arisen in the course of this project, and they
will be treated in the appropriate places in the discussion.

GPS was chosen to test the use of PSs because it represents the broad class of Al
programs that solve problems using the heuristic search method. GPS is the most serious
etfort to achieve generality of approach; the Ernst and Newell (1969) version
demonstrated this by solving simple problems in widely separated task domains, including
simple symbolic puzzles, resolution theorem-proving, integral calculus problems, parsing
strings from a phrase-structured language, and letter series extrapolation. Because of this
generality, interesting representational problems are certain to be met. GPS’s problem-
solving executive, which coordinates the application of problem-sclving mothods to achieve
goals, is probably one of the most complex of the programs in the heuristic search class.
Thus, important features of control and representation in PSs will be brought out by this
study. Furthermore, GPS has been used as a vehicle-for studying human problem solving
(Newell and Simon, 1972), so that its implementation as a PS may provide psychological
insight and support for PSs as a model of the human control structure. Finally, heuristic
search and particular features of GPS have been used recently as a basis for several Al
languages (Planner, QA4, Conniver, Popler), so that it will be useful to view GPS as a
language or programming system, or at least to consider the ways in which GPS might
adapt itself to particular tasks, a more dynamic (automatic programming) process with
active participation of the language system in the problem solving process.

GPS went through a lengthy evolution, as described in Ernst and Newell (1969); that
work includes a complete bibliography. The version that GPSR mimics was more general
than previous versions in its internal representation and in the flexibility of its problem-
solving methods, but some advantages were lost as it evolved. For instance, some of the
special features for matching and manipulating arithmetic expressions were abandoned
(temporarily). GPSR has made only minor attempts to innovate, due to its comparison-
oriented purpose, but it is hoped that the version of GPS that it encodes is suitable for
turther GPS work. Some support for that hope will be given below.

GPSRe solves problems in a way significantly better than trial-and-error search: it
uses what is called means-ends analysis to focus attention on essential aspects of
problems, with the result that its behavior has some semblance of intelligence. A problem
is stated as finding a way to transform an initial state to some desired state (or set ot
states) by manipulations defined by problem operators, given along with the problem

® | will use "GPSR" in the following introductory descriptions, with the understanding that
"GPS" could be used just as correctly; any differences between the two will be made
explicit.
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Introduction GPSR

statement. Means-ends analysis uses a matching process to determine how the present
problem state is different trom the desired state; it subdivides the task of reducing the
differences between the two states into reducing the hardest ones and then working on
the uasier ones that remain after the hard ones are eliminated. To accomplish this, it must
be clear what the means are for obtaining specific ends (reducing specific differences).
These means-ends connections are supplied to GPSR, along with hints as to which
differences are likely to be hardest to reduce, and it remains for GPSR to carry out the
bulk of the manipulations in solving the problem. .

An exampie of a problem for which this approach is suitable is the Tower of Hanoi
problem, a puzzle consisting of three fixed pegs and a set of disks of varying sizes that fit
on the pegs, where the problem is to move the disks according to a restrictive set of rules
from one peg to another. The rules prohibit: moving more than one disk at a time, placing
a disk on top of a smaller disk, and moving any but the topmost disk on a peg. This is
diagrammed (for the four-disk case) in Figure A.l.

Disks Pegs

[
'
—— e —
—_—— ——— )
— e e e )

5 WN -
|
[
L}

Initial state Desired state
- | | -

Figure A.l1 The Tower of Hanoi puzzie

The statement of the problem for GPSR consists of: a description of the initial and desired
state; the statement that the problem is to transform the initial state to the desired state
using the MOVE:DISK operator; the description of that operator, including the restrictive
rules given above; and the extra information that it is harder to move disk 4 than it is to
move disk 3, disk 3 is harder than 2, and 2 harder than 1.

GPSR starts by formulating the problem as a goal to transform the initial state to
the desired state. It proceeds by matching the initial state to the desired state, noting
that disk 4 is the hardest difference to be reduced, and dividing the initial probiem into
two subgoals, the first being to move disk 4 from peg 1 to peg 3, the second being to
move the rest of the disks. When the first subgoal is attempted, however, it is discovered
that disk 4 cannot be moved until disks 1, 2, and 3 are somewhere other than peg 1; so it
further subdivides the problem, establishing a subgoat to move disks 1, 2, and 3 to some
other peg. We can see that this subgoal is similar to, but easier than, the original,
involving fewer disks to be moved. GPSR in fact sttacks it in a similar manner, saving the
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previous problems it encountered until this sub-problem is solved. It is evident that in
stating the problem as described above, a good deal of the work has been left to GPSR; it
is this kind of work that is considered to be the primary component of problem-solving in
the GPS framework.

- This chapter presents GPSR at several levels of detail. Section B gives an overview
of the pieces of GPSR and how they fit together. It then contrasts GPSR and GPS at an
abstract description level, and surveys how PSs affected the design of GPSR. Section C
goes into considerably more detail: it contains an example of the program working,
describes the sets of productions (Ps) in the program, and gives meanings for the
predicates, the primitive components of the Ps. Section D gives a justification for the
tasks chosen as tests for GPSR, and then discusses the behavior of GPSR on the Monkey
and Bananas task, on the Tower of Hanoi task, and on the Missionaries and Cannibals task.
Section E discusses PS-related features of GPSR, and gives the conclusions on PSs to be
drawn from its implementation. Section F gives features of GPS that were elucidated by
the experiments. It discusses features of GPS that are useful for other problem-solving
programs, and outlines limitations of GPS and difficulties with extant descriptions of GPS.
Section G points out topics for further research, from both the GPS and PS standpoints.
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B. An Abstract Description of GPSR

B.1. An overview of GPSR's components

Ernst and Newell (1969, page 8) presented the simplified prototype of a problem
solver in Figure B.1.

External Representation

\ /
|
|
v
| |
| Translator |
| |
|
]
\'}
Internal q

Representation
Problem-~
Solving
Techniques

' ’ }
Vv ]
Solution

Figure B.1 Prototype problem soiver

For our purposes, it is useful to transiate this schematic diagram into the PS-like
reprasentation in Figure B.2.

PP1: external problem & not represent -> represent & translate & solve;

PP2: external problem & represent -> external representation of task;

PP3: transiate & exlernal representation of task -> internal representation of task;
PP4: solve & internal representation of task & applicable techniques -> solution;

Figure B.2 VAPs for the prototype probiem solver
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81 An Abstract Description of GPSR GPSR

There are several points to be noted in this figure. The arrows in PP2, PP3, and
PP4 correspond loosely to the three arrows in the block diagram. PPl represents the
assumed step of recognizing the existence of a problem and deciding to proceed according
to the stersotyped sequence "represent & transiate & soive™ PP2’s arrow representis the
“Representor”, PP3's arrow, the “Translator”, and PPA’s arrow, the “Solver”. The control
flow represented by the arrows, then, strictly speaking has been mapped to the explicit
control signals, “represent”, "transiate”, snd "solve”. There is assumed in the interpreter
of these rules a mechanism for ordering events, so that the "represent” signal is attended
to before the “translate”, and so on. But it is also the case in this example that the event
order is not important (in later rule sets it will be). What is important is that each rule
responds to sn emerging situation in the presence of a control signal (which in general
becomes necessary when global goals establish different modes of response to similar
emerging data).

The entities of Figure B.2 will be called very abstract Ps (VAPs). A VAP consists of
a condition and an action, but the components of these are abstract, of two types. The
first type is close to what it would be in an ordinary P, namely, it is a type for specific
signals; this type is not underlined. Entities of the second type represent considerable
abstraction and compression, super-conditions and super-actions, as it were; these are
underiined. A super-condition may require many condition elements to represent it, it may
span many cases, requiring in actuality many Ps to represent it, and it may require many P
firings to develop it dynamically. Likewise, a super-action may represent many action
elements, and it may require many Ps to effect it. For example, in PP1, "external problem”
represents the full collection of external objects and attributes that make up a problem
situation; "not represent” means the absence of the "represent” signal; and three signals
“represent”, “fransiate”, and “solve" are asserted. PP2 expresses the process of
representing the external problem, and is 8 considerable abbreviation.

In the remainder of this section, VAPs are used to represent very concisely a broad
outline of the processing done by GPSR. VAPs will indicate the interactions of GPSR's
components and their gross behavior rather than giving their internal details. In Section C,
abstract Ps (APs) are used to elaborate internal details of the components. Syntactically
VAPs and APs are quite similar, but APs are definitely closer to the actual Ps. In APs the
number of rules and their structuring into related sets is much closer to the actual Ps than
for VAPs. The signals used in APs correspond very closely to actual program predicates,
whereas components of VAPs are rather loose expressions of content. The APs generally
correspond to VAPs in that super-conditions and super-actions in VAPs are expanded into
APs and into component signals, A similar further elaboration occurs between APs end
actual Ps.

Before continuing, there are several features of the syntactic and meaning
conventions of VAPs and APs that are worth noting. (The reader may want to skim this
and refer back to it when necessary.) VAPs have names with two capital letters followed
by a number, e.g. PP3, EX1. APs have names that correspond to groups of Ps in GPSR,
that is, a capital letter followed by a number, with a lower-case letter suffix. For instance,
FOb is the b'th AP in a set corresponding to the O'th group of F Ps, the ones with numbers
less than 10. Occasionally, one AP spans a full set, so that it is tagged using "s", e.g. T's;
this is also used in the text to refer to a set of APs, e.g. M20's. "7" is used as a comment
character. Arguments to elements are sometimes given, in parentheses, as an unsystematic
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GPSR An Abstract Description of GPSR 81

clarification to the meaning. In general, only assertion of signals and super-actions is
shown; the reader is expected to be able to follow the flow sufficiently well to know that
entities are deleted appropriately to avoid looping, needless repetition, and conflicts. The
implicit ordering of RHS assertions in the svent-based :SMPX of Psnist will also serve
occasionally to control the flow. A common form of element is a sefection from a set,
which is denoted either by using a superlative adjective in s super-condition, by
“arbitrary” in a super-condition, or by "select” in a super-action. An RHS of a VAP may
use "OR" to indicate that one of a set of alternative action sequences is done,
dependending on conditions that are not stated explicitly in the LHS. That is, it is an
abbreviation for writing several VAPs, with a further elaboration of the LHS for each of
the RHS disjuncts. If an LHS of a VAP contains "OR", it is understood to be an abbreviation
for writing each disjunct as a separate LHS with the common RHS. Finally, *'s" is used to
imply that a set (conjunction) of elements is used in the LHS match or to imply that a set is
asserted by the RHS; e.g., "location-link’s” for “location-link & focation-link & location-link".

All of GPSR is represented by the fourth VAP in Figure B.2. GPS contained a
version of the third VAP, but the external representation was in that case already the
result of human transiation. As iliustrations of systems comprising all four VAPs, take the
robotics problem solvers, or systems that take natural language input; in both areas
present levels of achievement are rudimentary.

% Problem-Solving Executive; corresponds to 24 Ps 7.
EX1: focus-on-particular-goal & goal-subgoal-network & goal-status
-> gselect-method OR shift-focus-to-another-goa! OR propagate-success

OR propagate-failure;

7 Method-Selection; 5 P< 7

MS1: select-method & goal-attributes - specific-goal-method;

pey

7 Method Execution; 188 Ps 7
MS2: specific-goal-method & goal-uttributes & internal-repr-of-task
-> success OR failure OR new-subgoals-and-status;

where specific-goal-method = {transform-method, reduce-method, moveop-method},
goal-status = {success, failure, evaluate-new].

Figure B.3 VAPs for the essence of GPSR

Figure B.3 gives some VAPs for the overalt operation of GPSR. The main control in
GPSR lies in an executive, whose function is to use present status and past history, stated
in terms of goals, to determine what to do to drive the problem-~solving process towards a
solution. The executive has at its disposal a set of methods for attaining goals, and it uses
a tree structure that interrelates goals and their results to decide how to proceed, both in
the selection of methods to work on new goals and in deciding how to use the results
achieved by the methods. The methods in turn are composed of control decisions and a
set of processes used notentially by more than one method; they work with the internal
task representation and with information connected to particular goals.

Iv-7 8.1
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8.1 An Abstract Description of GPSR GPSR

Executive
Inter-relationships of goals (EX1)
Canonization of goals (EX1)
Methods (EX1, MS1)
Internal representation of task (MS2)
Attributes of goals (MS2)
Processes (MS2)
Object comparison and difference (TM2, MD1)
Canonize loc-progs to name differences (TM3)
Operator application and difference (TA], TA2)
Find focations in objects [QA’s, T's]
Apply transformations [QA's, T's]
Operations: for GPSR: ADD:LINK, REM:LINK,
INCR:LINK, DECR:LINK, COPY:LINK;
for GPS: COPY, DECREASE, INCREASE,
MOVE, MOVE-FUNCTION, REMOVE.
Apply tests [QA's]
Relations: for GPSR: encoded directly in Q Ps;
for GPS: FOR-ALL, PARTICULAR, CONSTRAINED-MEMBER,
DEFINED, EQUALS, EXCLUSIVE-MEMBER,
GREATER-THAN, IN-THE-SET, LESS-THAN,
TRUE, and negations of ali of the
preceding except the first two.
Canonize loc-progs for operator differences [F’s)
Canonize objects resulting from operators [F's]
Desirability and feasibility selection (RM})
Connect differences and operators [M30's]
Apply loc-prog to TABLE:CONN
Connect variables; differences, and transformations [M30%s)
Canonize desired as‘signments [M30's]
Evealuate differences (TM3)
Apply loc-prog to DIFF:ORDER
Discriminate on the value of the difference [D's]

key: entities in ()’'s are VAPs, given in figures in Section B;
in [T's, APs, given in figures in Section C.

Figure B.4 The components of GPSR

The full structure of GPSR can be described in terms of a set of processes and
representations. Figure B.4 shows by outline format the containment and organizationat
association of these elements. The executive uses three main GPSR elements: information
on goals, the goal canonization process, and the methods. The methods use processes that
are described in terms of entities from the task environment established by the external
representation of the problem. For instance, there are processes to compare objects
(representing problem states) and to find differences between them; there ars processes
that apply the given operators to objects (problem states) to produce new ones; and so

8.1 v-8




GPSR An Abstract Description of GPSR 8.1

on. Most of the elements of the prucesses are relatively low-level functions, but are
stated in non-GPSR-specific terms. The references to “"apply loc-prog” are the only
exceptions, because they are implementation-dependent. Details on the processes will be
brought out in the discussion in succeeding sections of this chapter.

The portion of GPSR that gives it its distinctive character is neither the executive
nor the specific symbolic processes, but its collection of problem-solving methods. GPSR’s
repertoire of methods is smaller than that of GPS (GPSR can do fewer tasks), but the
general flavor is maintained. GPSR has three methods and two submethods: the Transform
method, the Reduce method, the Move-Operator method, the Try-Apply submethod, and the
Match-Diff submethod®. VAPs for these are given in Figure B.S; those VAPs axpand MS2
in Figure B.3. The Transform method has as its function to transform an actual object into
a desired object. If the two objects are not the same to begin with, it must use the
Match-Diff submethod to find differences between the two objects, it must decide which
difference is the most difficuit, and then it must set up subgoals to reduce that difference
in the actual object and to transform the result of that reduction into the desired object.
The Reduce method connects the ditference to be reduced with a set of operators that
might reduce it; it then evokes the Try-Apply submethod to try to apply a member of the
set. The Move-QOperator method has as its objective to apply a move operator (perhaps
only partially specified) to an object. It may be that an operator difference (a difference
that blocks the operator’s application) has already been determined by the parent goal, in
which case a sequence of subgoals is set up, one to reduce that difference and one to
apply the operator to the result of the reduction. On the other hand, if no operator
difference has been determined, the Try-Apply submethod is evoked to test the operator’s
applicability. The Try-Apply submethod is given a set of move operators, with variable
assighments specified, and an object; it is to determine whether any of the operators can
be applied to the object, and if not, to determine the features of the ‘bject that block the
application. In general, each application failure produces a set of differences; of these, the
hardest is saved and the others discarded. Then the result of Try-Apply is to select from
these hardest differences the easiest, since that is most likely to succeed, and to carry on
with it, sprouting the appropriate subgoals. Finally, the Match-Difi submethod has the
function of comparing two structured objects, generating a set of all the differences found
at corrsponding places in the two objects. How objects are renresanted will be discussed
below, and at that time it will become clearer how Match-Diff works and how its results
are expressed.

The kinds of goal relationships that these methods give rise to are presented in
Figure B.6. Vertical or diagonal lines are subgoal-supergoal relationships, while horizontal
ones indicate the antecedent-goal relationship. The notation “may succeed directly”
indicates that the subordinate structures may not be necessary, depending on local
tavorable conditions.

A variety ot data structures are required for GPSR. QObijects, which represent
complete problem states, are represented as trees, with a top node linked to subordinate
nodes by named (task-dependent) relations, and with values at terminal nodes. A path

® GPSR does not have any equivalent of the Form-Operator, Form-Operator-to-Set, Set-
Operator, Two-Input-Operator, and Select-Best-Members methods; the remaining GPS
methods are incorporated into the executive, as discussed in the next subsection.
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% Transform method; 14 actual Ps %
TM1: transform-method & objects-have-same-name -> succeed;
TM2: transform-method & not objects-have-same-name -> match-dift & check-match-resuit;
TM3: check-match-result & hardest-diffr-between-objects
-> create-subgoal-to-reduce-diffr & transform-that-resuit;

% Reduce method; 20 Ps 7
RML: reduce-method & diffr-to-be-reduced & opr-to-reduce-difir’s
& internal-repr-of-opr’s
-> try-apply-opr & gpr-with-desired-and-feasible-assignments’s;

7. Move-operator method; 6 Ps 7
MO1: moveop-method & opr-diffr-given
-> create-subgoal-to-reduce-diffr & apply-opr-to-that-result;
MO2: moveop-method & not opr-diffr-given -> try-apply-opr;

% Try-Apply submethod; 19 Ps %
TAl: try-apply-opr & opr-immediate-applicable -> succeed;
TA2: try-apply-opr & submethod-of-reduce-method & easiest-hardest-opr-diffr
-> ¢create-subgoal-to-apply-opr -given-that-opr-diffr;
TA3: try-apply-opr & submethod-of-moveop-method & easiest-hardest-opr-ditfr
-> create-subgoal-to-reduce-that-opr-diffr & apply-opr-to-that-resuit;

7 Match-Diff submethod; 11 Ps 7
MD1: match-diff & objects-to-be-matched -> diffr-between-objects's;

diffr = difference; opr s operator; repr s representation;

inputs from executive: transform-method, reduce-method, moveop-method;

outputs to executive: succeed (fail not shown), transform-that-result,
apply-opr-to-that-result; :

Figure B5 VAPs for GPSR's methods

from the top node to a terminal is given by a list of the links along the path; this link path
is called a loc-prog. Differences are expressed by giving a loc-prog plus two contrasting
velues, one of which is the actual value in an object and the second of which is the desired
value, or the corresponding value in the matched object. For instance, in the Tower of
Hanoi object, the hardest difference detected in matching the initial object and the desired
object (Figure A.1) is that at location (PEG3 DISK4) there is nothing, UNDEF, where the
desired value is YES; in other words, the largest disk is not on the third peg which is its
desired location.

Goals in GPSR are names with sets of associated properties. All goals have: sn
actual object; a supergoal, from which the goal was derived; a marker giving the goal type
(transform, reduce, or apply); and a numerical ditficulty value (defined later). In addition, a
transtorm goal has a desired object, and it may have an antecedent goa! (see Figure B.6).
A reduce goal has a difference to be reduced, in addition to the common properties. An
apply goal has an operator to be applied and a desired assignment for that operator’s
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trangtorm (may succeed directly) reduce
try~apply (may succeed directly)
apply

opr diffr frgm
try-appl
reduce apply (no opr ditfr)

reduce apply (no opr diffr)
opr diffr = operator difference.

Figure B.6 The varieties of goal-subgoal structure

variables; it may have an antecedent goal, and it may be given an operator difference to
be reduced. A desired assignment is a partial or full assignment, a set of simple
associations of values with move-operator variables.

GPSR canonizes three types of data structures: objects, loc-progs, and desired
assignments. The canonization process is necessary to facilitate the recognition of
repeated goals; a goal with the same attributes as some previous goal (except supergoal
and antecedent-goal properties) is abandoned to avoid foops in the search. Goals
themselves are not canonized because of their uniform task-independent representation,
but are recognized, if repeated, by a special-purpose set of Ps. The three entities that
are canonized are dissimilar, but the Ps to achieve the canonization can all be described
by the VAPs in Figure B.7.

% Canonization; loc-progs, 6 Ps, objects, 38 Ps, desired assignments, 9 Ps 7
CAl: file-entity -> test-entity-net & check-net-test-result;
CA2: check-net-test-resuit & entity-present -> old-entity;
CA3: check-net-test-result & not entity-present -> add-new-entity-to-net;

7 entity net 7
EN1: test-entity-net & entity-matching -> entity-present;

Figure B.7 VAPs for canonization processes

The entities are stored in a recognition network inspired by EPAM (Feigenbaum, 1963).
That is, a network is constructed to recognize occurrences of known objects. The
recognition may be exact, or partial, based on a proper subset of features of an object; in
the latter case, further matching must be done on the candidates proposed by the
network,

We have now discussed the top four levels in the outline of GPSR components in
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Figure B.4, tying them together by spacifying an abstract model of GPSR. The detail of the
lower levels will be discussed in Section C. The main differences between GPSR and GPS
can be deait with at the abstract model lavel, which we now proceed to do.

B.2. A comparison of GPSR and GPS

The major difference between the methods of GPSR and those of GPS is in the way
the Try-Apply submethod works. GPSR tries all of the ways of applying an operator, as
given by the possible feasible assignments, and then selects the easiest way to proceed;
that is, it finds all of the possible operator differences before proceeding. The exception
to this is in case an operator applies to an object, with no difference produced, in which
case the goal that Try-Apply is working on succeeds. In the analogous situation, GPS tried
to apply an operator until an operator difference of tolerable difficulty was found, and
proceeded to work on that without searching for other, possibly easier, differences (see
Ernst and Newell, 1969, p. 111). In principle, the GPS approach is more conservative,
since there is no guarantee that an undesirable number of assignments might not have to
be tried, to find all of the operator differences. In practice, this limitation is inoperative;
the largest number of feasible assignments generated by GPSR tasks at one time was five.
The reason for this difference is probably the accidental historical development ot GPS.
The construction of GPSR took advantage of the hindsight provided by the implementors of
GPS; the modification seemed to be reasonable and an interesting one to try. Furthermore,
as it is currently implemented, it would be easy to convert GPSR to the more conservative
strategy. In fact, there seems to be little difference attributable to this decision, at the
external behavior level (the tasks given to GPS and GPSR do not exercise this capability -
there is no room for serious mistakes or gains within those simple tasks).

Several differences between GPS and GPSR deal with the problem-solving executive.
The executive in GPSR incorporates four bodies of expertise that were described as
methods in GPS: the Try-Old-Goals method, the Antecedent-Goal method, the Expanded-
Transform method, and the Transform-Set method. These all deal with selecting goals for
further effort, and thus are intimately connected with the executive. In fact, alf but the
Antecedent-Goal method are separable, comprising a total of about six Ps; there is no
reason why they should be tied into the method-selection process instead of being evoked
directly by other executive Ps. The Antecedent-Goal method deals with the selection of
sn antecedent of a goal in case of failure; this is so closely related to selecting the super-
goal of a goal under the same circumstances (a function of the executive in GPS) that the
decision to merge it into the executive is justified. The only alternstive would be to
remove all goal-selecting expertise from the executive, collecting it into methods; this in
tact is the logical extension of the principles that GPS seems to embody in part in the
construction of its methods.

GPSR has nothing corresponding to the method language of GPS. That language was
interpreted by the executive; the methods expressed in the language communicated with
the executive by means of specific signals; and in some cases the executive could nest
invocations of various method-language routines in a recursive way, suspending one to
descend into another, and then returning to the original routine, to continue to its next
step. There is one place in GPSR where that form of sequencing of steps of a method is
found to be necessary: in sequencing the creation of antecedent-succedent goal pairs, for
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instance a reduce goal followed by an apply goal using the result of the reduce. In GPSR,
this was simply implemented as a data signal indicating the course of action on the success
of the antecedent goal. If the antecedent failed, that signal would not be used, and the
executive would have no need to pop itself out of a level of method cods. (1 am imposing
an interpretation on how GPS’s executive worked that may not correspond to actual
implementation details; it is based on figure 12 in Ernst and Newell, pp. 44-45) l'
Regardiess of the mechanics of its interpretation, the method language did give GPS a

useful descriptive character. GPSR's methods are expressed directly as Ps; the level at 3
which the programming is done is similar to that of GPS’s method language, although at

many points the Ps must be concerned with more of the details of the data structures

involved. In fact, the VAPs used above to describe GPSR's methods correspond more

favorably to the method language. We have noted above the numbers of Ps corresponding

to the VAPs given; we will see below how the VAPs and Ps actually correspond (Section

C).

GPSR assigns difficulties to goals differently from GPS, and its propagation of
difficulties to related goals is slightly different. Difficulties are used to ensure that
progress is maintained: proceeding from a goal to one that is more difficult is not allowed
{although the rejected goal may be selected later as part of the Try-Old-Goals method, but
then only if no easier goals are available). Difficulties originate from goals that nave
differences associated with them, and are propagated to some of the goals adjoining them
in the goal-subgoal network. The numerical scheme used in GPSR to evaluate differences
(see the end ot Seetion C.2) is not the same as in GPS, based on behavioral differences:
GPSR sometimes rejects goals as too difficult (see Section D.5) where GPS doesn’t. Ernst
and Newell do not describe their exact difference-evaluation formula. With respect to
propagation of difficulties from goals with differences, GPSR and GPS propagate them from
subgoals to supergoals, but GPSR also propagates from antecedent goals to their
consequents. This difterence combines with the difference in difficuity evaluation to
produce behaviora! differences.

Qbjects are represented differently in GPSR. As described above, objects are
simply trees; the links between nodes in the trees are totally task-dependent; they are
also uniform. GPS, on the other hand, distinguished between known links, used by the
system over all tasks, and task-dependent ones. It also referred to some subtrees as local
description lists. These dislinctions no doubt arose from the internal representations used:
Psnist is limited to, at best, imitating a description list by a set of associations; the uniform
tree representation chosen is a good way to do this. The known links used by GPS were
“first”®, “second”, etc. These were strictly ordered for GPS, whereas GPSR's trees have no
such order. Order is not necessary in GPSR, since all objects for tasks given to GPSR are
tixed in format, so that corresponding links are always found in two objects, and there are
no siternstives. The transition to more general objects would require more care in the
matching process to place the right branches of trees in correspofidence (to be discussed
in more detail in Section G).

The canonization of the various data structures is more varied and speciaslized in
GPSR than in GPS. [t is impractical to use a single type of data structure to represent the
various entities that need to be recognized (goals, objects, desired assignments, and loc-
progs) because Psnist’s single-lavel representation and limited match indirection prohibit
the effective use of a representation with the requisite structure and generality. The
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reprasentation doesn't allow nested structure, but instead gets structure indirectly by
naming a node in a structure and attaching other single-leve! attributes to it, including
further structural pointers. A Psnist version of an arbitrary description list can be made
up, but then the Ps that use such structures would have to pay a cost for the indirection
in the representation. Instead, each data structure type is specialized, with structursl
links and conventions to suit the exact traits of the structure (see the following subsection
and Section C). Thus thers are three kinds of recognition nets built by GPSR: one for lac-
progs, one for objects, and one for desired assignments. Goals must also be recognized,
but these are even more of a special case: since their structures are fixed, pre-coded Ps
can be used to compare a new goal to others of the same type (transform, reduce, or
apply). The other three data structures for which canonization is necessary are task-
dependent with variable structure, so that pre-coded Ps are unsuitable.

The final major difference between GPSR and GPS is in the external representation
of tesks. Without going into detail here (see Section D), we can say that the externsl
language used by GPS has been bypassed: operators and other active elements of a task
representation are encoded directly as Ps, and other information pertaining to the problem
to be solved and its structures and operators is expressed directly as Working Memory
items. There are two reasons for this: the representation chosen for GPSR is
approximately of the same conciseness (in terms of space on the page) as for GPS, due to
Ps® inherent high-level character; GPS’s language itself was rather artificial and not close
to what would be a natural language expression of the tasks. So, rather than deal in two
artificial languages of approximately simiiar level, the direct P notation was adopted. We
will discuss further below (Section D.6, Section E.4, and Section G) the interesting
topics of how the external problem gets mapped onto the task Ps, and how this relates to
netural language translation.

B.3. Production system representations in GPSR

. The use of PSs has an impact on a variety of representational issues in GPSR. This
subsection emphasizes and brings together the aspects of representation that ere
necessarily fragmented elsewhere due to different organization. At the same time the
presentation here is abstract, so that if the reader needs more detail, he must piece it
together after reading later sections. The principle that has guided the use of PSs is not
s0 much the application of PSs in a uniform way, but rather the use of the langusge
facilities in an expedient, concise, and efficient way. First, we consider networhks of
decisions, which includes method selection, canonization, connecting differences with
operators, and evaluating differences. Second, we look at the representation of the
operation of accessing something in an object. Third, we see that PSs provide an
interesting approach to implementing the GPS match. Fourth, we consider goal and control
contexts. Finally, we discuss selection and generation.

Networks of decisions (discrimination nets) appear in several places in GPSR, and
their implementation varies to suit particular processing demands. The method selection
processe®, which is a fixed part of GPSR, is encoded as a set of Ps, the result of each of
which is a signal to evoke a particular method. As was sketched in Figure B.3, these Ps

® cf. Ernst and Newell, 1969, p. 47
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use whatever goal attributes are necessary to make the selection unique. Each conjunct in
the condition of a P represents, as it were, an additional node in a tree; Ps whose
conditions have a nontrivial intersection can be thought of as sharing a common path for
some tests and then branching to their respective terminals.

The canonization of objects, desired assignments, and loc-progs is achieved by
constructing Ps whose conditions include the specific constants that compose the entities
to be recognized. These Ps are constructed by GPSR as the solution process proceeds,
because they contain task-dependent information (constants tested by conditions) and
because their size (number of conditions) is dependent on corresponding (variable)
properties of task entities. The canonization of goals, on the other hand, does not need to
be by program-consiructed Ps because goals have fixed, task-independent properties and
because data on goals is kept in Working Memory. A goal-recognition P compares a new
goal to all other goals, progressively narrowing down the set of possibly identical goals as
each conjunct of the condition applies its restriction. Thus a goal-recognition P, by using
variables where the other program-constructed nets use constants, represents a set of Ps,
and can be thought of as a net schema, that is, as a prototype or template for a set of Ps
composing a net.

The representation of the table of connections between differences and the
operators that might reduce them, and of the ordering of differences according to
expected difficulty of their reduction, are similar in GPSR, They ars represented as
objects, TABLE:CONN and DIFF:ORDER, and their content is extracted by applying loc-progs
to them. This representation is schematic in the same sense as the goal-recognition Ps
sre: each object could equivaiently be expressed as a set of Ps, with LHSs that test
attributes of differences. Notationally, the object (schematic) representation is more easily
specified in the externa! representation of tasks, although it would be straightforward to
convert such objects to sets of Ps. Convenience has dictated maintaining the present
status until task contingencies force generalization to TABLE:CONN's and DIFF:ORDER’s that
sre not so concisely expressable. It is aiso apparent from this that objects representing
problem states could also be generalized to sets of Ps whose properties would become
evident through evokation or activation rather than by being passively examined.

The reason why the present solution for the TABLE:CONN and DIFF:ORDER
representation is acceplable is that the application of a loc-prog to an object is achieved
with a single P. The use of single Ps to access and test values in objects is common to
loc-prog application, operator application, and operaior difference. When a loc-prog is
canonized, a P is constructed whose firing will apply the loc-prog to an object to get a
terminal value. This P includes the constants and conditions necessary to foliow the link-
path from the top node of the object to a terminal node. Operator application and
operator difference (specified externally for each task) are also single Ps that include the
necessary conjuncts to find terminal values within objects; this capability is used to apply
tests from operator pre-conditions, operator post-conditions, and operation-applicability
conditions. '

The match in GPSR (Match-Diff submethod) is not able to take advantage of the
powerful PS match because the PS match is not able (at the present stage of development)
to extract differences. Instead the approach taken is similar to a recursive approach: for a
node, match up all links to subordinate nodes, and then apply the match to those. There
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are a variety of conditions to be tested that are expressed as separste Ps. The Psnist
implementation of this match doesn’t have the rigidity of a LISP recursive match, in that
things are not tried in any particular order. Another important factor is that of Psnist’s
match finding all possible matches to a P; this means that if several nodes in an object
have similar characteristics, the match of the appropriate P carries forward the match on
all of them simultanecusly. The match has the property that its results (differences) are
not necessarily returned at the same time; this is used to advantage by a variant of the
match that seeks only one difference: it takes the first one produced and erases all the
remaining match signals so that no further work is done. One other feature of the match
can be mentioned: matches to described objects are evoked in the same way as matches to
other objects, but the representation of described objects changes the process. Described
objects are represented as Ps that perform the tests that constitute their descriptions,
responding to the signals that initiate the Match-Diff submethod.

The PS approach to goa! contexts seems to differ from that used in GPS. In GPSR,
the contexts are always present, as Working Memory items containing the name of the goal
to which they relate. Thus, context-switching is invisible, whereas in GPS (judging from its
prominence in the description) some degree of etfort was involved. It is invisible in GPSR,
no doubt, because the context is established automatically on doing a P match. The
program contro! context is also treated somewhat differently. There is no method
language and no interpreter to maintain control stacks for nested method evocations;
rather, when a method logically branches into two submethods, the first is evoked directly
and a data signal is left to indicale what is to be done on success of that first method; the
data signal is used by the executive. Thus there is no control heirarchy as such, but data
signals are used to recommend sequences of action to the executive.

The PS approach is used to advantage in easily specifying compiex selection
processes and combinatorial data generation. There are no select goals in GPSR: the
selections that exist ars done by small groups of Ps. Usually one P js sufficient to do the
bulk of the selection; this is the case for the Try-Oid-Goals process, which selects a goa!
for further problem-solving effort, and for the selection of new objects for creation of
Transform goals (in GPS, the Transform-Set method). More than a single P is necessary in
the case of a cascade of selections, for instance the selection in the Try-Apply submethod
that first collects the hardest operator difference from a particular feasible assignment,
and then for all feasible assignments selects the easiest. The use of a cascade of Ps to
make 8 selection is partially a question of convenience, since it is possible to pile up in a

single P the conditions for the logical combinations that constitute the selection. The

generation of combinatorial possibilities by muiticle outputs from a single match is used in
generating feasible operator assighments. A single P condition has conjuncts that specify
elements from several sets (domains of variables), and the result of the match is to
combine those elements in ail of the possible ways. Generally, this feasible assignment
generation also includes some conditions to reject certain of the combinations before
they're emitted. .

In summary, there are several useful attributes of PSs that have been brought out.
In the case of the recognition and selection networks, Ps provide a near-ideal form, and it
is possible for a PS to build such networks in s task-dependent tfashion. Aiso, PSs are
capable of varying degrees of expression schematically. The use of single Ps to sccess
and test values in objects is an indication of the power of the PS match. The GPSR match
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(Match-Dift) implementation illustrates control flexibility and openness. The power of the

match and of the global Working Memory with respect to establishing local contexts and

control sequences is evident from examining goal contexts and method sequencing. And

L the power of the match allows complex selections and generations of data to be done
: easily.
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C. GPSR in Deteil

C.1. f the behavior of

This subsection will go through in detail an exampie of the behavior of GPSR solving
the monkey and bananas problem. This example was chosen because it is relatively brief,
yot exhibits many of the important features of GPSR. Appendix E exhibits the full trace
printed by GPSR in solving the problem, the final state of the Working Memory sfter it
finished, the complete trace of the Ps that fired, and a control flow summary disgram of
that P trace. Figure C.1 gives the segment to be discussed hers. The first segment of
Appendix B has the task-specific Ps. In the following, we will be referring aimost
exclusively to the trace printed by GPSR. Entities in [Ts refer to the associated VAPs,
Figure B.3 and Figure B5. Note that this discussion leaves out reference to much detail,
including the task-specific Ps.

The initial object (situation) in this task consists of e monkey at a certain place,
PLACEL, a box at another place, PLACE2, and some bananas at a third place, above a place
denoted UNDER:BANANAS. This is represented by (MONKEY:PLACE PLACE! BOX:PLACE
PLACEZ2). The only other attribute of problem objects for this task is the MONKEY:HAND
sttribute, which is left undefined in the initisl object; it is placed in an object during the
problem solving process whenever an operator puts something in the monkey's hand.
Other aspects of the problem are encoded directly in the operstors and in the desired
situation, including the existence and location of the bananas, oddly enough, following the
originsl Ernst and Newell formulation. The desired situation is a described object that
specifies that the monkey has the bananas in its hand. GPSR must transform the initial
object into the desired one by applying in an appropriate sequence the following
operators: CLIMB, which requires that the monkey and the box be at the same place, and
which results in the monkey’s being on top of the box; GET:BANANAS, which requires that
the monkey be on the box and under the bananss, and which results in the monkey's
having the bananas in its hand; MOVE:BOX, which requires that the monkey and box be st
the same place, and which results in changes in location of both box and monkey,
according to the value of the variable MOVE:TO; and WALK, which simply changes the
iocation of the monkey to the value assigned to the variable WALK:TQ. GPSR has two
versions of the monkey task table of connections (TABLE:CONN); the one we'll discuss here
specifies that whatever difference is being reduced, all four operators are equaily
desirable. (The other version restricts the choice of operators.) The differences that can
be encountersd are ordered (DIFF:ORDER) as follows: the hardest to reduce is the contents
of the monkey's hand; next hardest is the box’s location; and essiest is the monkey's
location,

GPSR starts out by doing some initialization. It prints out in the trace what its top
gost (G-1) is (see Figure C.1), files (canonizes) the initial object, evaluates G-1, and decides
to proceed based on a favorable difficuity comparison (initialty the top goal has a difficulty
level of Q) [see VAP EX1] The next step is to select a method to work on G-1 [MS1] The
method-selection chooses the Transform method, according to G-1's type. The Transform
method proceeds [TM2] by matching [MD1] the initial object to the desired object, tinding
that the monkey's hand does not have anything. (In the process of finding this difference,
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I B3 : TRANSFORM INITIAL-OBJECT TO DESIRED-OBJECY (FROM TOP)
' LOCPROG LP-1 (MONKEY HAND)
. G-2 : REDUCE UNDEF TO BANANAS AT (MONKEY:HAND) OF INITIAL-OBJECT (DIFFIC 30%) (FROM G-1)
LOC:PROG LP-2 (MONKEY-PLACE)
, LOC:PROG LP-3 (BOX:PLACE)
" ..B-3:APPLY CLIMB TO INITIAL-OBJECT (DIFFIC 100) (FROM G-2)
ASSIGNS DUMMY « BANANAS
.. G-4 : REDUCE PLACE! TO PLACE2 AT (MONKEY:PLACE) OF INITIALOBJECT (DIFFIC 100) (FROM G-3)
APPLY WALK TO INITIALOBJECT GET 0-1 (WALK:-TO PLACE2)
. G-8 SUCCEEDS
. ...G-5:APPLY CLIMB TO 0-1 (DIFFIC 100) (FROM G-3 AND G-8)
ASSIGNS DUMMY « BANANAS
0-1 (BOX:PLACE PLACE2 MONKEY-PLACE PLACE?)
APPLY CLIMB TO O-1 GET 0-2
G-5 SUCCEEDS
G-3 SUCCEEDS
G-2 SUCCEEDS
. G-6 : TRANSFORM 0-2 TO DESIRED-OBJECT (FROM G-1 AND G-2)
0-2 (BOX:PLACE PLACE2 MONKEY:PLACE ON-BOX)

bt

Figure C.1 Initial trace segment for the Monkey task

a new loc-prog, for Monkey:Hand, is discovered and filed, as indicated in the second line of
the trace.) The difference gives rise [TM3] to G-2, a goal to reduce it. After the Reduce
method is selected [EX1, MS1] the table of connections gives GPSR the set of four
operators; from the given information on the operators, it constructs desirabls assignments
for the operators’ variables (CLIMB and GET:BANANAS have only dummy variables) and
proceeds, using the Try-Apply submethod to apply them [RM1] In the process of
constructing desirable assignments, enough information about the operators WALK and
MOVE:BOX is given to allow GPSR to reject considering them turther (GPSR knows that
they can effect changes in location oniy); but for CLIMB and GET:BANANAS, there are onty
dummy variables, so that it can know nothing about their eftects without trying them (in
other words, that is the extent of action of the desirability selection process; this is
deficient, in ways to be discussed in Section D.3),

- Continuing with the attack on goal G-3, Try-Apply finds operator differences [TA2]
for CLIMB (the monkey’s place isn't the box's place) and GET:BANANAS (the box is not
under the bananas); the latter is a more difficult difference, as given in the DIFF:ORDER
object, so G-3, a goal to apply CLIMB, is set up (since both operators seem equally likely
to get a desired result, the one that looks easier to apply is chosen). Try-Apply has
slready determined the operator difference, so that G-4 is immediately created [EX1, MS1,
MO1] to reduce the difference in the monkey's location, from PLACE]l to PLACE2. This
time the desirability selection [EX], MS], RM1] has more information to go on, and is able
to specify desirable assignments for WALK and MOVE:BOX. Try-Apply finds the latter
infeasible, but the former is applicable without operator differences [TAl] and G-4
succeeds with the monkey walking from PLACEL to PLACEZ; the new object (situation) is
called O-1 and is filed in the net for objects (it is listed in the trace after G-5).

The executive {EX1]), on success of G-4, tinds the signal left by G-3: as an spply
goal, it was reduced to a sequence of reducing an operator difference and then applying
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the operator. Thus the executive creates G-5 from the result of G-8; G-5 is gos! to apply
CLIMB to O-1. The operator difference for CLIMB has genuinely disappeared, and there
were no unforeseen side-effects of the WALK operator, so that CLIMB is applicable [EX],
MS2, MO2, TAL), producing 0-2 (listed in the trace after G-6). 0-2 is filed, and G-5
succeeds; the executive [EX1] propagates the success back up to G-2, the reduce goal
sprouted in the attemp to attain G-1. G-2 is the first goal in a two-element sequence: it is
followed by a transform goal on its result, and achieving that transform goa! amounts to
achieving G-1. So we have G-6, to transform 0-2 to the desired object.

The foregoing has provided enough detail to tie together the structure of GPSR as -

presented in the VAPs in Section B. The reader should now be able to follow the GPSR
behavior traces. For the ambitious reader, the foregoing also provides details that should
prove useful in following the system in tull detail; the remainder of this section describes
the components of GPSR whose workings are essential to that endeavor. The Monkey task
is discussed further in Section D.

C.2. The major sets of productions in GPSR

This subsection will present the Ps of GPSR in nine sets, which include everything
except the task-specific Ps (which are the Q's, see Section D). These sets correspond to
labelling conventions, according to initial letters of P names: E's for the executive Ps, F's
for filing (canonization), M's for methods, K's for matching (comparing), T's for applying
transformations, C's for copying objects, D's for evaluating differences, V's for tracing
(viewing) the program’s operation, and X's for building external representations of objects,
For each P group a set of abstract Ps (APs) elaborates on the VAP structure. For more
detail, the Ps themselves (Appendix A) must be consulted; in addition, Section C.3 gives
meanings for the predicates used in the Ps.

The executive Ps are divided into four groups, indicated in Figure C.2. The eleven
APs for the executive correspond to the VAP EX1 (Figure B.3). They also correspond to 24
sctual Ps. The EO APs represent the evaluate-goal process: action is taken according to
whether a goal is too difficult, is a repetition of a previous goal, or is neither. EOa is the
Initialization of GPSR, evoked at the beginning of a task. The ELO APs take action to
propagate the success of a goal, either setting up the second goal of a goal sequence (e.g.
reduce-transform) or causing the supergoal to succeed. The E20's propagate failure by
retrying a goal from which the failed goal was derived, or by evoking a try-oid-goals
selection. The E30's are the try-old-goals selection. This includes selection by the New-
Obj criterion, which sets up a goal to transform some selected object into the desired
object; only objects for which such transform goals do not already exist are candidates.
The executive is initially evoked by an "eval-goal” signal from a task-specific initialization
P. It passes control in two ways: to the goal-filing process, using “file-goal" (see APs
E10a, EIOb, and E30b), and to the method-selection process (EOb, E20a, and E30a).
Control is passed to it by "eval-goal”, "succeed”, and "fail” from methods, and by
“repeated” (when appropriate) from the goal-filing process. The New-0Obj criterion is
turned on externally by the user.

The filing Ps are divided into four groups: a group to file loc-progs, a group to
recognize goals, a group to file objects, and a group to file desired assignmenits. The
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7. EO’s: goal evaluation and initialization; 7 Ps 7
EOa: gpsr-init -> initialize;
EOb: eval-goal & diffic-ok & not repeated -> select-method;
EOc: eval-goal & ditfic-too-high & not repeated

-> abandon & retry-supergoal-or-antecedent;
EOd: evel-goal & repsated -> try-old-goals;

% E10%s: proceed from success; 3 Ps 7
E10a: succeed & next-trans -> file-goal & eval-goal & create-new-trans;
EL10b: succeed & next-apply -> file-goal & eval-goal & create-new-apply;
E1Oc: succeed otherwise -> succeed(supergoal);

% E20's: fail; 8 Ps 7
E20a: fail & (antecedent retryable OR supergoal retryable) -> select-method & retry;
E20b: fail otherwise -> fail OR try-oid-goals;

7 E30’s: Try-0Old-Goals process; 6 Ps 7
E30a: try-old-goals & not new-obj-criterion & arbitrary-reduce-with-least-difficulty
-> select-method & retry;
E30b: try-old-goals & new-obj-criterion & oldest-object-not-in-trans
=> fils-goal & eval-goal & create-new-trans;

where trans = transform goal, reduce s reduce goal, apply s apply goal.

Figure C.2 APs for GPSR executive Ps

three filing groups (goal recognition excluded) are expansions or images of the VAPs CAl,
CA2, CA3, and ENI of Figure B.7. Seventeen APs (Figure C.3) correspond to sixty Ps, not
including the five types of Ps constructed by GPSR that are represented by FOb, FOc, FOd,
F10b, and F50be. Entry to the filing processes is gained via the AP signals “file-loc-prog",
“file-goal”, "file-object”, and "file-des-asg”. The file-loc-prog process returns by emitting
the name of the loc-prog; the file-goal process emits a "repeated” signal if appropriate;
and the file-object and file-des-asg processes return by emitting updated versions of data
instances containing the recognized entity. For other kinds of return (i.e,, when no definite
reacognition took place) control falls back (passively) to the evoking process when the filing
process runs out of things to do (more precisely, the Psnist stack :SMPX no longer has
events relevant to filing). ‘

The loc-prog filing process builds three Ps for each loc-prog: one to recognize it
and name it (FOb), one to apply it to an object (FOc), and one to emit its components given
its name (FOd). In each case the P includes full information; this is not like ean EPAM
discrimination net which decides on the basis of a subset of distinguishing characteristics.
Loc-prog filing (FOa, FOe) and recognition (FOb) are done to name the differences resulting
from Match-Diff (K's) and to name operator differences detected by task-specific operator
Ps (QDs). FOc is evoked by the Reduce method to access TABLE:CONN (M30a) and by
ditference evaluation, to use information in DIFF:ORDER (DOa). FOd is used by the
desirability selection process in the Reduce method, M30c.

® Some Ps constructed by GPSR are given in Appendix D.
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‘1 7. FO's: file loc-progs; 6 Ps 7
[ FOa: file-loc-prog & location-link’s -> location-link’s & extend-net;

% loc-prog net; 3 Ps for each loc-prog %
FOb: location-link’s & matching-location -> loc-prog-name & not extend-net;
FOc: apply-loc-prog & loc-prog-name & object -> loc-prog-result;
FOd: get-loc-prog-compon & loc-prog-name -> loc-prog-compon’s;

FQe: extend-net & location-link’s -> build-up-new-P & loc-prog-nams;

7 file goals; 11 Ps 7
| FOf: file-goal -> trace-goal & recog-goal;
FOg: recog-goal & matching-old-goal -> repeated;

7 F10’s-F40’s: file objects; 34 Ps; net: one P per distinguishing object feature %

F10a: file-object ~> build-ext-repr & test-object-net & extend-object-net;
F10b: 7 object net 7 test-object-net & sub-object-matches -> issame;
F10c: extend-object-net & not issame

-> match-diff(using dummy object) & match-diffl & match-result-exam;
F10d: extend-object-net & issame -> match-diff & match-diffl & match-result-exam;
F20a: match-result-exam & match-resultl -> split-object-net-P-using-result;
F40a: match-result-exam & not match-resultl -> replace-occurrences(with old object);

: % F50's: file desired assignments; 9 Ps; net: one P per desired assignment %
l F50a: file-des-asg & assigns-n’s -> assigns-n’s & extend-des-asg-net;

FB0b: 7 des-asg net 7 assigns-n's & matching-old-des-asg -> issame-tes-asg;

F50c: issame-des-asg -> replace-occurrences(with old des-asg);

, F50d: extend-des-asg-nei & not issame-des-asg -> extend-des-asg-net-actual;

des-asg v desired assignment.

Figure C.3 APs for the four kinds of filing

The goal-recogrition process (APs FOf and FOg, or 11 Ps in GPSR, F6-FIN) has
separate tests for each of the three types of goal (transform, reduce, and apply). The
tests for apply goa!s are the most complex since they may or may not have been
constructed with already-given operator differences. Two apply goals that are not given
differences and that are otherwise identical would be the same, since each would find all .
such differences and try to reduce them. But the repetition of apply goals that are given
differences are repeated based on the exact difference. As a side-effect of recognizing a
goal, it is traced externally via "trace-goal" (FOf), which is used by the V's.

The object-filing process is based on an EPAM-like (Feigenbaum, 1963)
discriminatione. The object net consists of Ps that recognize isolated features of objects

® See Chapter 11l of this thesis, which contains other references and a more thorough
discussion. The object-filing process is actually an advance in EPAM design over Chapter
118

Iv-23 c.2




C.2 GPSR in Detail GPSR

and, on recognition, emit the name of an old object that looks like the object being filed on
the basis of those features. When a candidate is proposed by the net to be similar to a
new object, the filing process uses Match-Ditf to verity the match or to find a difference
between the proposed object and the new one. (Actually a variant of Match-Ditf is used
via the "match-diffl” signal, so that the match stops before finding all differences, since
only one is necessary). A dummy object is used to extract an arbitrary featurs from an
object, if no existing object-net Ps match on any of the teatures of an object. When e
difference is found, the P that proposed the candidate old object is split into two, one to
continue to recognize features of the old object, and the other to do the same for the new
one. The split actually consists of extending the old P in two mutually exclusive ways by
adding conditions, or their negation, corresponding to the difference produced by Match-
Diff. Thus a new object may cause more than one such split, since different features of it
may match features of several old objects. The potential danger of too much net growth
was not in practice a problem, for the tasks given to GPSR. A refinement to asllow better
selection of differences for making maximal distinctions between objects might be to use
the DIFF:ORDER object, because perhaps easier differences are more likely to change and
thus offer a better chance of providing a discrimination. Object-filing occurs at the
beginning of a problem when the initial and desired objects are filed (QI) and it happens
when the Try-Appiy submethod receives the resuit of an operator appiication (M40b, from
QA’s).

The filing of desired assignments, the F50 APs, is like the loc-prog filing, based on
complete information on the assignments. Only one type of P is constructad; when a new
desired assignment is recognized to be an old one, all data items mentioning the new one
are fixed up to refer instead to the old one. Filing and recognition of desired assignments
occurs when they are constructed by the desirability selection process (M30c).

The method Ps are divided into the method-selection process, the three methods,
and the Try-Apply submethod. The five AP groups, Figure C.4, correspond to the VAPs
in Figure B.5 and to 64 GPSR Ps. The method selection process is always evoked by the
executive, using the "select-method” signal, and the method selection in turn passes
control to specific methods by specific signals. The M20 APs give enough detail on the
Transtform method to show the evocation of the Match-Dift submethod, the difference-
evaluation routine (M20c), and the collection of resulte (by repeated P applications) from
the Match-Diff submethod. The full detail of the use of the "transt-2" signal is not shown:
there is a P firing that uses "transf-2" and emits anotaer signal to allow the selection of
the most difficult difference in M20e. This delay allows all match results to be completed
before proceeding, and it is achieved using Psnlist’s :SMPX to hold off examining the
"transf-2" signal. M20e is one place where a sequence of two goals is set up, a reduce

followed by a transform; the "next-trans” signal communicates this to the executive (see .

AP E10a in Figure C.2). The Transform method passes controf back to the executive with a
"succeed" signal (AP M20b) or with "file-goal” and "eval-goal" (M20e).

The Reduce method is composed of the three M30 APs, plus Ma0g, h, and i. M30a
shows the application of the difference loc-prog to the TABLE:CONN object to get the
operator or operator set relevant to reducing the difference. By repeated applications of
M30b and M30c, all desirable assignments are constructed (see also Section D.3).
Control always passes to the Try-Apply submethod, after evocation of the desired-
assignment filing process and after generation of feasible assignments from desirable
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| % MO’s: method selection; 5 Ps 7
MOa: select-method & goal-type -> transform-method OR reduce-method OR moveop-method;

%Z M20’s: Transform method; 14 Ps %
M20a: transform-method & not objects-same-name -> match-diff & transf-2;
M20b: transtorm-method & objects-same-name -> succeed;
M20c: match-resuit -> diffr-eval & use-diffr-eval-result;
M20d: diffr-eval-result & use-diffr-eval-result -> match-val;
M20e: transf-2 & most-difficult-match-val d
-> file-goal & eval-goal & create-reduce-goal & next-trans;

! % M30's: Reduce method; 20 Ps 7
! M30a: reduce-method & has-diffr & not retry -> apply-loc-prog(diffr,TABLE:CONN) & select-op;
M30b:select-op & loc-prog-result & is-move-op -> select-des-asg;
M30c: select-des-asg & move-op-compon’s & foc-prog-compon’s(diffr)
-> file-des-~asg & assigns-n's & gen-feas-asg & try-apply;

7 M40’s: Try-Apply submethod; 19 Ps 7
MA4Oa: try-apply & arbitrary-new-feas-asg ~> apply-op & apply—-check;
MAO0Db: apply -check & apply-result -> file-object & succeed;
M40c: apply-check & opr-diffr -> diffr-eval & try-opr-diffr-setup;
MAO0d: try-opr-diffr-setup & hardest-opr-diffr-for-feas-asg
-> has-opr-diffr-asg & try-apply-2;
M40e: try-apply-2 & all-apply-op’s-tried & easiest-has-opr-diffr-asg(all feasasgs)
=> try-apply-result; i
! MA0f: try-apply-2 & not has-opr-diffr-asg -> methods-exhausted & fail;
7 these are really part of Reduce method: 7
MA0g: try-apply-result & is-reduce-goal
=> file-goal & eval-goat & create-new-apply-goal-for-result;
MAa0h: reduce-method & retry & has-new-feas-asg ~> try-apply;
MAQi: reduce-method & retry & not has-new-feas-asg -> try-apply-2;

2 M50’s: Move-operator method; 6 Ps 7

M50a: moveop-method & has-opr-diffr & not retry

-> file-goal & eval-goal & create-new-reduce-goal & next-apply;
M50b: moveop-method & not retry & not has-opr-diffr -> gen-feas-asg & try-apply;
MBOc: try-apply-result & is-apply-goal

-> file-goal & eval-goal & create-new-reduce-goal & next-apply;
M50d: moveop-method & retry & has-new-feas-asg -> try-apply;
M50e: moveop-method & retry & not has-new-feas-asg -> try-apply-2;

diffr = difference, des-asg = desired assignment, feas-asg u feasible assignment.

Figure C.4 APs for the method Ps

assignments (M30c évokes the task-specific generator QF using “gen-feas-asg”). The
MA0g AP shows how controi passes back fo the executive in case operator differences
must be reduced. M40Oh and i show how the method is restarted (retried) depending on its
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previous status. Other exits from the Reduce method are direct from within the Try-Apply
submethod.

The Try-Apply submethod (M30s-M4Of) is evohed by the Reduce and Move-
Operator methods, using “try-apply” or "try-apply-2" signals. It may be evoked in a retry
situation, in which case unselected responses from past evocations are tried (M430h, MA0i,
M50d, M50e). It has sole responsibility for evoking task-specific operator applications
(M30a evokes QA’s or QD's), using feasible assignments generated at the end of the
desirability selection process (M30c), and for testing the results of thoss (M4Ob and ¢). It
returns control to a parent process by the “try-apply-result” signal (M40e) in case of
operator differences, or it passes control directly to the executive with "succeed” or “fail"
(MA0b and MA40f). Note that APs MA0a through M40e are appiied repeatedly until a
success occurs or until all operator differences have been extracted, allowing a selection
to be made for maximal progress. Each operator difference, produced by QD's, is
processed by M40Oc, which evaluates it using the difference evaluation routine (“eval-diftr®,
the D APs). Each operator-feasible-assignment pair may produce several operator
differences, the hardest of which is selected by M30d. When all operator-teasible-
assignment pairs have been tried (assuming none succeeds and M40b doesn't have a
chance), M40e selects the easiest of the set of hardest ones from M40d, and emits it as
the result. If a success does occur, the partial state of the selection stays around in
Working Memory for possible resumption (retry). If Ma0e emits a result, the set that the
result was selected from also stays around for use under retry conditions.

The Move-operator method is similar to the Reduce method in its control
‘characteristics. M50a and b have an effect similar to M30a, b, and ¢, while m50¢, d, snd ®
correspond almost exactly to MA0g, h, and i. M50b is a second instance (cf. the reduce-
transform sequence in AP M20e) of the occurrence of a goal-sequencing operation, using a
"next-apply” signal: a sequence of a Reduce goal and an apply goal are sprouted to
schieve the apply goal that is the subject of the method's evocation. The “next-apply”
signal isyused in the executive AP E10b.

% ICs: matching (K tor compare); 11 Ps 7.

KOa: match-ditf(objects) & not match-restriction(node) -> match-ditf(nodes);
KOb: match-diff(nodes) & nodes-correspond

-> match-diff(daughter nodes) OR match-ok(terminal nodes);
KOc: match-diff(nodes) & not nodes-correspond -> extract-location;
KOd: extract-location & link-path-to-top-of-object & not match-ditfl

-> file-loc-prog & location-link’s & setup-resuit;
KOe: setup-result & loc-prog-name -> match-result;
KOf: extract-iocation & link-path-to-top-of-object & match-diffl

-> match-result] & location-link’s;

Figure CS APs tor the Match-Diff submethod

The matching Ps constitute the the Match-Dift submethod, Figure CS5, which is
evoked by the object-tiling process (F10c and F10d) and by the Transtorm method (M20a).
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The match is done in two phases, descent into the two objects from the top node along
corresponding link paths until matching terminals are reached or until a difference is
tound, snd ascent from the tocation of the differences to the top, collecting the set of links
to form a loc-prog that will be used to describe the differences. KOa, KOb, and KOc
perform the descent. KOb is applied repeatedly until terminals are reached or until KOc¢
applies at the nodes in question. KOc corresponds to five Ps which define the ways for a
match to fail. XOd and KOe extract and name the difference found in case the full match is
desired. KOf extracts the location of the difference but does not name it, if the “match-
diff1" signal is present. In this case the match result (the link path) is used directiy by the
object-filing process to build a sequence of condition elements for discriminating the
objects matched.

7 T's: transtormations; 23 Ps 7
T's: apply-transformation & object -> transformed-object;

% C’s: copying objects; 4 Ps 7
C's: copy-object & object -> copied-object;

7 D's: evaluate diffrs; 5 Ps 7
DOa: diffr-eval -> apply-loc-prog(diffr,DIFF:ORDER) & diffr-eval-resi;
DOb: diffr-eval-resl & loc-prog-result & difficulty-criteria ~> diffr-eval-result;

Z V's: trace goals; 9 Ps 7
Va: trace-goal & goal-attributes -> printed-message;

% X's: build external representation of objects; 6 Ps 7
Xa: build-ext-repr & object-links-and-values -> external-repr-of-object;

Figure C.6 APs for iow-level processes

_Finally, we can briefly consider some of the lower-level processes in Figure C.6.
The T's are evoked by task-specific operator-applying Ps (QA's), as are the C's. The T's
perform the operations listed in Figure B.4. The C's copy an object by creating new node
tokens and attaching the corresponding links and values. The D's are evoked by the
Transform method (M20c) and by the Try-Apply submethod (M40c), to evaluate match
differences and operator differences, respectively. The result is a numerical value that is

100 times the difficulty given in the DIFF:ORDER object (i.e., a location-dependent measure) -

plus a heuristic that weights the type of the difference. Presently two such heuristics are
used, as dictated by the tasks performed: one adds a weight of 5 to a difference whose
actusl value is "UNDEF" and whose desired value is some other constant; the other adds
the absolute value of the difference between actual and desired values, if they are
numeric. The numbers that go into this difficulty computation were arbitrarily chosen to
result in reasonable ranges of values for the tasks chosen. The V’s are evoked by the
gosl-recognition process to print out a trace message giving gosl-type-dependent
information. The X'’s build a human-readable representation from internally-constructed
new objects. These are evoked by the object-filing process.
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C.3. Meanings of the GPSR predicates

This section gives, in alphabetical order, explanations of the predicates that
constitute the actual Ps for GPSR (Appendix A). As a preamble to the list, the foliowing is
a set of pointers to groups of predicates that belong together in representing various
entities. '

Gosls (common to all types): HASDIFFIC, HASACTUAL:0BJ,
HASSUPER:GOAL, HASTRACE:LEVEL, ISSAME:GOAL (only conditionally
present), - :

Transform goals: ISTRANSFORM:GOAL, HASDESIRED:0BJ, HASANTEC
{sometimes), HASALT:DIFFR (optional).

Reduce goals: HASDIFFR, HASOP (used only for debugging).

Apply goals: HASDES:ASG, HASOP, HASOP:DIFFR (sometimes), HASANTEC
(sametimes).

Objects: HASTOPNODE, LINKS, HASVAL, ISSAME, ISSAME:EQV, ISDUMMY,
ISDESCRIBED:0BJ, HASEXTREPR, MATCH:RESTR.

Loc-progs: HASNAME, HASLINK, HASLP:COMPON, APPLY:LOC:PROG,
GETLP:COMPON, HASEXTREPR.

Assignments: ASSIGNS, ASSIGNS:N, ASSIGNS:D, ISSAME:DA.

Move operators: HASMOVE:COMPON, ISMOVEQP, HASVAR, HASVAR:LINK,
VAR:DOMAIN, CHANGES:VAL, ISSET, INSET.

Points where a trace message is printed can be found by using the entry for
TRACING in the predicate cross-reference, Appendix C. Other aspects of the process can
also be found in this way; for instance, all places where difficulties are assigned to goals
deal with HASDIFFIC. Reading through the Ps will give further hints for groupings of
predicates by meaning.

Types for the predicate arguments:

a assignment ip loc-prog

d difference n  node in object

da desired assignment 0 object

g goal op operator

k  numeric value v variable for task operator
I link w, X, y, Z arbitrary.

ADDLAST(x,n) n is the last added nodo in ADDLINK set x. (T)®
ADD:LINK(o0,%,\k) add a link o o. all ingtances with the same x torm a set of linke | that gives &
location; k values order the set, incressing away from the top of o; when a non-
numeric k is reached by the link path, k is the velve placed st the location
reached (T, QA)R®
ADDPRODP(x) P x is a created one; this instance is asserted when ADDPROD iv executed fo
add the P (F)
APPLY.CHK(g,0p,daa) chock the results of the application of op, in content of g, with assignments de
and a. (M)
APPLY-DIFFR(Ip,x1,x2,0p) an attempt to apply op has resulled in o ditference st Ip, with xl where the
operator desired x2 (M, QE)

@ The primery P group that uses » predicate will be given in parentheses sfler the predicale description
©® References to Q Ps sre 1o Qs in the MC task, variant MC 1, unless otherwise noted; the MC Ps are the enly tesh

Pe given in the crose-reference (Appendix C)
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APPLVDIFFRSETUP(d,on,x1,x2)
APPLV:LOC;PROG“D,O)

APPLY.OP(op,a,0)

APPLY:0P2(op,a0)

APPLY:0OPF(op,0)

APPLY-RESULT(ap,0)

. ASSIGNS(a,v,x)
) ASSIGNS:D(da,v,x)
ASSIGNS:N(da,v,x)

CHANGES:VAL(v)

CHECK:NUMV(ds}

CHECK:RETRV(g)
CHECKSAME(g1,32)

CHECK SELX(g,0p?

CHOOSE OLD:GOAL(g)

CHOOSE-OLD-0BJ(o)
COL:DANEY (dak,x,y)

| ' COLAPNET(Ip.dxNyl,y2,2)
COLONET(x,d N y,21,22,61,02)

COPVY-LAST(x,n)
COPY.LINK(o,x, k)

COPY-08J(01,02)

DECRLAST(x,n)
DECR-LINK(o,n,4k)

DIFFR-EVAL(Ip,n1,x2)

: DIFFREVAL.RESi(lp,x1,x2)

. DIFFR-EVAL RES2(ip,x1,x2)
DIFFR:EVAL RESULT (ip,x1,x2 k)

ERASE APP(g.0)

ERASE CHOICES(x)

ERASE CHOICES O(x)

GPSR in Detail C3

set up for aperstor difference d, for op, valves n1,x2. (QD, QE)

spply ip Yo 0. (M, D, LAY®

apply op to o using a; op is 8 move aperator. (QA, QD, M)

signal the completion of the operstor difference process. (QU in MC1 only)

spply op to o, op in a form opsrator. (M)

o is the resull of applying op. (M, QA)

2 sssigne x to be the value of v. (QA, QD, QF, M)

de assigns x to be the valve of v. (Q, F, V)

da tentavely sssigns x 1o be the value of v; this chenges to ASSIGNS.D after the
da is tiled. (F, M, DA)

v changes the valve (HASVAL) st some location: that is, when the eperstor using
v is applied, » value is changed from one nan-numeric velus to another. (Q1 in MK,
M)

check if da susigns sny numeric varisbles, as part of the desiwsbilily melection
process. (M)

check if g can be retried. (E)

check if spply-gosls gl and g2 have the same HASOP DIFFR instences, so thet gl
would be a repetition of g2. (F)

the dosirsbikily selection procass can generate no desirsble essignment for op
within g. this simply recorde the condition; the program makes no use of it ot
present. (M)

t 5 on old goal that in retrysbie: {his signel defines o set of such gosls from
which » selection is mede. (E)

o is an objoct that is a candidete for selection under the New-Obj crilerion. (E)
collect the components of a desired-assgnment-net P; k is 8 count of the
componenis, used to generate unique varisble nemes; n is the LS of the P; y in @
tist that i keeping track of mutusl exclusion conditions on verisbles in the LHS.
(voe F50 t¢)

collec! the compononts of two loc-prog Ps; ip is the name of the loc-prog: d s
the ditference whaee location detines ip (pee HASLINK): x is o list of the tinks in
ip; k in & count of crented verabies for the Pe; yi end y2 ere |HSa for the spply
and recognize loc-prog Ps being buill; z in 8 ket of the componenty in lp for vee
in the loc-prog component P. (sese F) t1)

collect the components necessary la spht objeci-net P u in two to distinguish
between a new object ol snd an oid object 02, d gives the location where @
difference hes been found; values for o) and 02 ot d sre 2l and 22, k in @
counter for crested varisble names; y is the piwce of LHS thal will be used in the
split. (see F10 f4)

n is the last node visited in the COPV.LINK set = (T}

copy o value st gome location in o; the set of instances with the same n
determine 8 link path uing §; the k's are numeric, ordering the sst of links 1o be
followed, axcept the last knk's k is the velue to be placed st the lacation (T,0A)
ol 19 to bacome 8 copy of 02, the arguments become (nl,n2) during the process
(C.QA)

n in {he Inst node visited in the DECRLINK set x (T)

decrement & valus in o at some location; the set of instences with the seme x
determines o set of links to be the link path; the set is ordered by (he W's,
oxncept the k that specrdiss the value of the decrement, which is represented as
8 negative infeger. (T, QA)

a difference st Ip with values x1 and x2 is to be svelueted and sasigned »
numeric ditticulty (D, M)

step one of the DIFFR-EVAL process. (D)

step two of the DIFFR EVAL process (D)

k 19 the result of the DIFFR EVAL procesa (DM)

erase the APPLY OP and ASSIGNS srgnats for ¢ on . (M)

erase the choices generated in the Try-Old-Gosls process: x is » dummy. (E)
erase the choices generated in the CHOOSE OLD DBJ method, u is o dummy. (€)

® DA, OB, LA, LN, end LC reter 1o crested net Pe, ses Appendix D.
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ERASE:CS(y)
ERASECSP(y)

ERASE:LPC(x)
ERASE:-MATCH DIFF(x)
ERASE:MDi(01,02)
ERASE:ML1(d,01,02)
ERASE:MN1 (d)
ERASE:MR1(d,01,02)
ERASE:MVAL(g,n)
ERASE:0BJ(o)
EVAL:GOAL (g.k)
EXT:DANET(da,0p)

EXT:DANET2(da)
EXT:LPNET(d)
EXT-LPNET2(d)
EXTONET(x,d,yl,y2,01,02)

EXTREPR(0)

FAIL(g)

FAILED(g)
FEASASG(op,dag)
FILE:DES:ASG(da,0p)
FILE.COAL(g)
FILE:LOC.PROG(d)
FILE-OBJECT (o)
FORM2INPUT-METHOD(g)
FORMOP:-METHOD(g)
GENDES:ASG(g,0p,da,x,1p.k)

GENDES:ASG2(g,0p,da,x,lp,k}
GETLP.COMPON(Ip)
GPSRINIT(x)

HASACTUAL 0BJig,0)
HASALT-DIFFR(g,lp.kx1,x2)

HASANTEC(g1,42)
HASDES ASG(g,de)
HASOESIRED 0BJ(g,0)
HASDIFFIC(g,k)
HASDIFFR(g,'p,x1,x2)
HASEXTREPR(0,x)
HASLHS (x,h,y)

HASLINK(d,Lk)

HASLP-COMPON(ip,!)
HASMOVE-COMPON(op,x,y 1,y2)

HASNAME(d,lp)
HASNEWFEAS(g,0p,adak)

c3
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orase the CHECK.SAME wignels for ¢. (F)

ready to do ERASE:CS(g) this is present just in cess no ERASELS signel ie

otherwise amitted. (F)

arase the HASLP-COMPON dats; x is » dummy. (M)

orase oll MATCH DIFF signels; x is o dummy. (M)

orass MATCH:DIFF signals for ol,02. (F)

erase LOCEXTR instances for al, 02. (F)

wrase HASLINK instences for d. (F)

erase MATCH:RES] instances for o, 02 (F)

srase MATCH:VAL signals for g, x. (M)

erase o, destroying LINKS and HASVAL's; o is also s nede. (F) .
evaluate goal ¢ it its difficully is higher then k, it's tao ditficult. (E, M, Q1)

check whethar to extend deswed-essignment net by sdding da; op is the related

operator. (F) '

oxtend dosired-assignment net by adding da (F)

check whother to extend loc.prog net by lecprog for d (F) o
extend locprog net by loc:prog for d. (F)

extend the objoct net, splitting P x; the difference between o1 (rew) end 02
(old) is located by HASLINK's of d; values at thet location sre y1 end y2. (F)
build the external representation for o. (X, F)

nignal failure of g. (E, M)

g has failed. (E)

gororate s feasble sssignment for op from de; content g. (M, QF, F)

file do; op is the related operetor. (M, F)

film g. (M, E, F, Q1)

file ithe loc'prog given by the HASLINK's for d (F, QD, QE, X)

file 0. (F, M, QI)

signal for the (Unimplemented) two-input form operator method (M)

signal for the (Unimplemented) form oporator method (M)

gonorate varisble-valus pairs (ASSIGNS:N) for da, in content of ¢, tor op; x is the
particular component of op (HASMOVE.COMPON), ip is the location of the
difference being reduced, and k, if non-zero, is the size of the (rumeric)
ditferance. (M)

second slage of GENDES:ASG: carrien on afisr 8 check for componente of fp. (M)
signal that evokes o created Ip P that emite the HASLP:COMPON's for lp. (M, LC)
initinkze for the run; x in a dummy. (€, QI)

¢ has actusl obroct o. (M, E, F, QL, V) )

t has altornative difference at Ip, difficuity k, valves x] and x2: only spplies to
transform goals uncler the RETRY-TRANS option (M, E)

€1 has entecedent goal g2. (E, V)

¢ has da (M, F, V)

¢ has docred objoct 0. (M, E, F, QI, V)

¢ has diificulty k (M, E, V)

¢ has difference at Ip, actus! valve xJ and desired valve x2. (M, F, V)

o has external repressntation x; o can slso be an Ip. (F, X, V)

object-net P x has LHS y; h in the number essocimied with the last varisble
created for it (F, 0B)

d has I, k orders the set of linkn so delermined, with O st the link most distent
from the tap of an object. (K, QD, QE, F, LN)

Ip has component L (F, M, LN, LC) o
move operatar op has componont x, which al a location specified by the
HASVAR's of x brings about a chenge specitred by an old valve yl snd @ new
valus y2; for instance, yl = LOW, y2 « HIGH, specitying ® numeric increase. (M,
o “
d hae Ip ae ita location, as computed from HASLINK'g for d. (F, LN, Qf, K) )
g has & new feasble susignment o, based on da, for op; its desicabilily is k, with
higher values more desrebie (M, QF)
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WEASORD(&-ME) vigred {hat the desirsbilily k i to be computed, se it sppears in HASNEWFEAS,

' HASOP(g,0p)

the arguments sre as for HASNEWFEAS. (OF)
ghesop. (F, M E V)

HASOP-DIFFR(g,op,\p,x1,x2) the operstor ditference for g is 8t lp, with actusl velve ni, desired velue x2.

(F.M)

NASOP-DIFFR:ASG(g,op.daa,kip,x1,x2) op is being sttempted by g, with 8 generated from ds; » differsnce hes been

HASREPR(nx)

HASSUPER:GOAL(g1,82)
HASTOPNODE(o,n)
HASTRACE LEVEL(g,k)
HASVAL (n,x)

HASVAR(x,v)

HASVARLINK(v,1)

INCR:LAST(x,n)

INCR:LINK(o,n,Lk)

INSET(op,x)

1S2INPUT(0p)

ISAPPLY:GOAL(y)

: ISOESCRIBED-08J(o)
{ ISDUMMY(0o)

! ISFORMOP(op)

ISMOVEOP(op) o
ISREDUCE:GOAL(g)
t ISSAME(01,02,x)

ISSAME :DA(dut ,da2)
ISSAME-EQV(e1,02)

ISSAME:GOAL(g1,42)
ISSET(x)
ISTRANSFORM:GOAL(g)
LAST:DANET(x)
LAST:LPNET(x)
LAST-ONET(x)
LINKS(,n1,02)

LOCEXTR(ndh,n1,x2,01,02)

LOC:PROG RESULT(L0,x)
MATCH.DIF 1{x)

MATCH-OIFF(n1,n2,01,02)
MATCH-RES 1(d,x1,x2,01,02)
MATCH-RESEXAM(a1,02,%)

found at Ip, actusl value x1, desired valve x2; k gives the ditficulty eveluation of
the ditference. (M)
n hos enternst representation x, intermediste in the enterms! representetion
collection process (EXTREPR) for objects. (X)
¢l has supergosi §2. (E, M, V, QD)
o has n oo its top node. (K, T, C, QA, QD, LA, 08, Q1, X, F, E)
t M9 trace (indentation) level k. (€, V)
n has value x; n is » terminel node of some object, without deughter LINKS's. (K,
T,C, QA QD, LA, 0B, F, X, QD)
x, 8 component of » move operator (see HASMOVECOMPON), has v a0 o
specifisr of one of the linke of the location of the component's change. (QI, M)
| is the link assocmied with v; v ia of » speciel type of verisble that chenges &
vaive, so that the velue assigned to it is that change s opposed to the link
localing some change, as 18 the case for other varisbles. (Q], M)
n is the iast node visitad in the INCR-LINK set x (T)
ke DECRLINK, except the value is to be incremented. (T, QA)
op is in oporstor set x. (M, Q1 of Monkey task)
op ie & two-input operator (unmplemented). (M)
g is an apply goat (F, M, E, V)
o in 8 described objoct. (M, Q end QK of Monkey task)
o is 8 dummy object, used ss s maich agsinet some cbject to determine en
arbitrary ditference for it, in the object tiling process; it has a top node only. (F,
EO)
op is 8 form operstor (unimplemented). (M)

op is a move operster. (M, QI)
g is 8 reduce goal (E, F, M, V)
ol in the same as 02, as determined by obndmoi P x (o pertiel determiration ot
best). (F, OB)
dal is the same as the previcusty-known desired assignment, de2. (F, DA)
ol is the sams as the previcusly-known o2, so thet occurrences of ol ere
squivatently o2. (F)
g1 is the same a8 the previously-known g2. (F, E)
x io a set of operstors, in » leble of connectiona (M, QI of Monhey tesk)
g in o transform goal (E, F, M, V, Q1)
n in the last desired-assignment net P added (F, £)
w is the Inst loc-prog net P added (F, £)
x is the tast object net P added (F, E)
| in the Ink between nl and n2 1n some object. nl is the parent node, being
closer to the top node (K, T, C, F, QA, QU, LA, 08, X, Q1)
oxtract the location of the difference, named d, between o] and 02, with
respective valuss xl, x2, k is O for the terminel node of the difference, end
incresses towards the top node, thus ussbie for ordering the extrscted location
(see HASLINK). (K, F)
x in the result of applying | te o (LA, M, D)
x is 8 dummy argument; this signate thet the MATCHDIFF process need only
return o single differance, to be used in buikding the object recognition net. (K, F)
match ol and 02. nl and n2 are the current nodes baing matched, except that ot
the top leve) they are the objecte themseives (K, F)
MATCH DIFF, as restricted by MATCHDIF), on ol end 02, hee found iw
differance d with respective values x1 and n2 (K, F)

e the resulle of malching o] and 02, in the process of cresting the object

recognition net, x is the P {hat indicaled ol end 02 to be emiler. (F)
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MATCH:RESTR(1)

MATCH-RESULT(Ip,x1,x2)
MATCH:VAL(lp.k,x1,x2)
MATCH:-VSET(Ip,x1,x2)
MCINIT(x)

METHODS:EXH(g)
MORE:DA(x)

MOVEOP:METHOD(g)
NEXT:GOALAPPLY(g,0p,dak)

NEXT:GOAL:TRANS(g,0)
ONET:SUCC(g,01,02)
ONET:SUCCH(g,04,02)

RECOG.COAL(g)
REDUCE:METHOD(g)
REDUCE-OPCHK({g,0p,0)

REM:LAST(x,n)
REM:LINK(o,x,1}

REPLHSP(x)
REPRHSP(x)
RESULT:SETUP(d,x1,x2)
RETRY(g)

RETRY TRANS(x)

SELECT:DES:ASG(op,Ip,g,x1,x2)

SELECT-METHOD(y)
SELECT:-NEW:0BJ(x)

SELECTOP(g,x1,x2)
SPLIT-08(w,x1,%2,y),y2,21,22)

SPROUT-RED:-APP(g,0p,\p.x1,%2,k)

SPROUT:RED:TRANS(Ip k.x1,x2.¢)
SUCCEED(g,0)
SUCCEEDED(g,0)
TEST ONET(o)
TEST-ONETF (o)
TEST.ONETR(0)
TEST.ONETS(01,02,%)
TRACE ASG(de)
TRACE GOAL(g)
TRACE IND(k)

TRACE 0BJ(o)

GPSR in Detail GPSR

meichos are not to enemine branches of an cbject with | directly under the top
node. (K, QI)

the result of MATCH.DIFF is o difference st Ip, vatues ni end x2. (K, M)

the evaluation of MATCH-RESILT(Ip,xl,x2) is k. (M, E)

set up to use the result of DIFFR:EVAL(Ip,x{,x2). (M)

initinkize for Missionaries and Cannbels problem; ¢f. MKINIT snd THINIT for the
other two taska (Q)

methods for atisining g ere exhsusted. (E, M)

chack for further signsis to extend the desired-essignment net; this is necessery
in case more than one assignment in to be filed ot the seme time. (F)

use the Move-Operator method te atiein g. (M)

the noxt gosl to be tried afler g succeeds is an apply gosl with op, da, and
ditficulty k (M, E)

the next gosl to be tried after g sucoseds i a transform goal with desired object
0. (M, E)

proceed from the object-net buikling process with ol ss the resvit of the
suceess of g; 02 is the new object found to be the same es o). (F)

hoid the amission of ONETSUCC(g.01,02), silowing other procsasing to intervens
(the presence of ONET.SUCC woukl interfere with thet processing). (F)

wpply 1he recognition test fo 8 new gosl g, to see if it's » repetition (F, E)

uss the Reduce method to attain g. (M)

chock the resull of epplying op (a form operster) (o o, In centext g
{unimplemented). (M)

n is tho lsst node visitod in the REM:LINK set x. (T)

removo some link or set of links from o; sl such with the ssme x constitutle o
link path; the removstl is of everything below the node at the end of the Hink path.
T, QA

the LHS of P x has been replaced. (F)

the RHS of P x has been replaced. (F)

set up to use the result of filing the loc-prog specified by d (K)

g io being retred. (M, £) ’

signal that the retry of {ranaform goais is ensbied; this is specified by the user
at the stert of o run, not internally according 1o some problem-solving strategy.
(M, E)

select o deswed senignment for op, to meke » chenge from velue ni to velue x2
at the location specriied by Ip. (M)

select a method to epply to attain g. (M, E)

signal that the selection of new obets (the Now-Obj criterion) is onﬁhd. o8 in
GPS's Expanded-Transtorm method; this is an external switch, like RETRY:TRANS.
®)

select an operstor to change from value x} to x2, in g. (M)

complete the splilting process on object-net P w; xi and x2 are pisces of the
LHS of w. yl and y2 are veives that determine how it's to be done; 21 end 22
ore relevant varisbles within the P. (F)

sprout a new reduce goal wilh difference st Ip, sctual valus n1 and desired velve
n2, to be tollowsd by an apply gosl, with op; k is a difficully value to be veed in
ovaluating the new goals (M)

similar to SPROUT RED APP, except the gosl to tollow is a transtform gost (M)

g succeeds with result o (M, E, F)

g has sucoveded with resuit o (E)

fest for the presence of objocts simitar to o in the object met. (F, 08)

tivished with the test signalied by 1 .ST.ONET(0). (F)

check the result of TEST ONEY(0). (F)

02 was found to be simlar to o], as tested by P = (F)

print 8 trace of da (V)

print a trace of g (V, F)

k 1w the trace indentation (V, £, F, QA)

print a trace of 0. (V)
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TRACING(x) o dummy predicate whose srgument is 8 funclion cell whoss svehution results in
» printout of a trace line (V, E, F, QA)
' TRANSF2(g) eignel the end of the first “step” of the transform method; the first “step”®
ovokes the MATCH DIFF method (M)
TRANSF3(g) signal ihe end of the second “step” of the transform methad, which svelvetes
MATCH:DIFF results; ready 1o procesd using those resulits. (M, £)
- TRANSFORM METHOD(g) use the Tranatorm methad to attain g (M}
TRY-OLD:GOALS(g) evoke the Try-Oid-Gonls process sftsr quitting g. (E)
TRYAPP(g,0p) evoke the Try-Apply submethad, to spply op to sttsin g. (M)
. TRYAPP2(g) aignal the final nelection in the Try-Apply submethod (M)
TRYAPP-DIFFR-SETUP(g,0p.das,ip,xi,x2) 38t up to examine the resulls of svalusting an operstor difference within
the Try-Apply submethod: the srguments give the goel context (g,0p,das) and the
difference (st Ip, actusi value x} and dosived valve x2). (M)
TRVAPP-RESULT (g,0p,das,kip,xl,x2) the result of the Try-Apply submethod is » difference (st Ip, actusl value xi
ond dewrred value x1) with difficulty k, g, op, da, and & are context. (M)
TRYAPPH(g,0p) hold the TRYAPP argnal for g and op while some other TRYAPP signel in being
processed, or while multipio feasble assgnments are generated (M)
VAR:DOMAIN(v,x) x is in the domain of v (M, QF, QI)
XRCOLL(n1,n2,1) collect the extarnal representation (HASEXTREPR) for nl, in some cbject; n2 is
the parent node of nl, !inked by L (X)
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D. Tasks Given to GPSR

0.1. Justification of choices

GPSR has performed three of the eleven tasks given to Ernst and Newell’s GPS. The
three chosen ones represent a relatively wide range of variation, with the easiest one
chosen as a good initial-debugging task. The easiest task for GPSR is the Tower of Hanoi
(TH), in the sense of requiring a minimal amount of executive and method machinery. The
next task on which GPSR was tested is the Missionaries and Cannibals (MC); this is the
most difficult, requiring the full zenerality of the backup machinery in the executive and
methods. The Monkey (MK) task was tested last; it has some important differences in
terms of peculiarities of formulation.

Figure D.1 gives a hierarchy of the eleven GPS tasks, computed on the basis of
Figure 90 of Ernst and Newell (1969, page 270), which gives the basic processes and
methods used by GPS to solve the various tasks.

MC ™ disjoint:
w o> I > 8K -] il (o}
FS Il MK PC
PRS o> BK 1]
3C
]
LS
Key: Abbrev. Task Abbrev. Task
wJ Water Jug MC Missionaries and Cannibals
FS Father and Sons BK  Bridges of Konigsberg
TH Towers of Hanoi MK Monhkey
3C Three Coins LS Letter Series Extrapolation
PRS Parsing Sentences IC Integral Calculus

PC Predicate Calculus

Figure D.1 A hierarchy of tasks by method usage

WJ uses ten methods, nine of which are used by MC; of MC's nine, six are used by BX and
five of those are used in TH, MK, 3C, and LS. PRS uses the methods of BK, plus two
others, but the two it uses are not used in MC, so PRS is on a distinct branch of the
hierarchy. PC uses three methods not used by IC, and IC uses one not used by PC. PRS,
PC, and IC differ from the other tasks in using form operators instead of using move
operators exclusively. (GPSR has no facility for form operators; see Section G.1.) From
the figure it is evident that the set of tasks chosen represents a suitable range of
difficulty with respect to methods and processes used.

By peculisrities of task, beyond the method-process distinctions above, TH is
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0.1 Tasks Given to GPSR GPSR

relatively simple both in specification and in behavior. MC is mores complicated: it uses the
capability of retrying transform goals, it has selection by the New-Obj criterion, gosls fail
and retrying is necessary, it has numeric differences, it has a match restriction, and its
operator has post-tests. MK adds the following peculiarities: more than one operator, a
non-restrictive table of connections, and a described object as its desired object. The
three tasks TH, MC, and MK together have operators that use almost a complete set of
transformations and tests (Figure B.4). In terms of problem-solving etfort, MC is one of
the most difficult of the eleven GPS tasks, whereas MK is one of the easiest; TH is
intermediate, but its solution is done by GPS and GPSR with no mistakes in move choices.

D.2. The external representation of tasks for GPSR

APs for typical task Ps are given in Figure D.2.

72 QL initialize; 1 P 7

QI:  init-signal -> gpsr-init & file-object(INITIAL:OBJECT and DESIRED:0BJECT)
& file-goal & eval-goal & create-top-goal & INITIAL:OBJECT
& DESIRED:OBJECT & TABLE:CONN & DIFF:ORDER & match-restriction’s
& var-domain’s & move-op-compon’s;

i 2 QA’s: apply operators; } P per operator 7
QA's: spply-op & feas-asg & pre-tests-ok & post-tests-ok & transformations-feasible
-> copy-object & apply-transformation’s & apply-resuit;

Z QD's: operator differences; 1| P per type of difference 7
QD's: apply-op & feas-asg & test-bad -> tile-loc-prog & opr-diffr-setup & location-link’s;

7 QE’s: collect results of naming operator differences; 2 Ps 7
QEe: opr-ditfr-setup & loc-prog-name & location-link’s(some other diffr)
=> file-loc-prog & opr-diffr;
QEb: opr-diftfr-setup & loc-prog-name & not location-link’s -> opr-diffr;

7 QF’s: generate teasible assignments; 1 P per type of assignment 1
QF's: gen-feas-asg & var-domain's & desired-asg-> feas-asg;

where opr = operator, diffr s difference, feas-asg » feasible assignment.

Figur.s D.2 APs for task-specific information

The task Ps are grouped into five types: QI does initialization, the QA’s apply operators,
the QD's extract operator differences, the QE’s collect the results of operator difference
filing (naming), and the QF's generate feasible assignments given desired assignments. The
QI P initializes by setting up the main goal, defining task objects, and describing the move
operators in a form usable by the desirable-assignment selection process (see M3Oc,
Figure C.4); Ql is evoked by an initialization signal typed externally by the user to begin
the run, It evokes the executive initislization P and starts the solution process, with
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signals used by EOa and EOb (see Figure C.2). The QA’s apply task operators in response
to “apply-op” from the Try-Apply submethod (MA40a in Figure C.4), using feasible
assignments generated by the QF's.

Operator differences are produced by the QD's, responding to the same signals as
the QA’s; there is usually one QD to recognize each type of operator difference possible,
based on failure of individual tests that are necessary for operator application. Since
many operator differences may be generated at once, the QE’s are necessary to collect
them and to make sure that ail of them have been processed (their differences are filed
and named) before passing control back to the Try-Apply submethod via the “opr-diffr”
signal. The QF’s respond to the "gen-feas-asg” signal from M30c and M50b in the Reduce
and Move-operator methods (Figure C.4). The feasible assignment is generated using task-
specific variable-domain information, and control simply falls back to the evoking process.
The following subsections will go into more detail on how the objects, operator
information, tests, and variable-domain information are expressed in particuler tasks.

D.3. The Monkey task

The Monkey task (MK) has already been introduced in Section C.1. Two veriants of
MK were tried, one with the original Ernst and Newell table of connections, and a second
with a more restricted one. The Ps for MK are at the beginning of Appendix B. Traces of
the behavior for the two versions are in Appendix E and Appendix F.

The Ps for MK are the simplest of the Ps for the tasks. QI is the initialization P, of
which representative extracts appear in Figure D.3.

The initial objoct:
& OBJECTCINITIAL-OBJECT, (MONKEY PLACE PLACE! BOX:PLACE PLACE2))
where OBJECT is a PSMACRO that converis its second argument into o set of LINKS, HASVAL,
and HASTOPNODE conjuncte
Yhe isble of connnctions (maro restricied variant):
& OBJECTCTABLE CONN,'(MONKEY PLACE OP-SET1 MONKEY:HAND GET-BANANAS BOX:PLACE MOVE:BOX))
& ISSETCOP SET1) & INSETCCLIMB,'OP SET1) & INSETCMOVE-BOX,'OP-SET1) & INSETCWALK,S'OP:SET1)
Ordering the differences:
& OBJECTCDIFF ORDER,(MONKEY PLACE | MONKEY-HAND 3 BOX-PLACE 2))
Varisbie domains, used in construcling assignments
& VAR DOMAINCMOVE TO,PLACEL) & VAR DOMAINCMOVE TO,'PLACE?)
& VAR DOMAIN(MOVE TO,'UNDER BANANAS)
Operator compononte, used by the desabiiiy selection process:
& HASMOVE-COMPON('MOVE BOX,'MB1,'ARB,'ARB) & HASVAR('MB,'MOVE.TO)

Figure D.3 Extracts from the RHS of QI of the MK task Ps

The desired object is a described object, not given explicitly (to do so would be to give
sway the solution), but encoded as P QK, which recognizes and emits the critical difference
between a given object and the desired solution; the critical difference is the absence of
bananas in the monkey's hand. Two different tables of connections (TABLE:CONN) are
given in QI, one for each variant; the one selected depends on the positioning of the 7
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comment characters. Both of them make connection to named sets of operators, which are
defined after the tables. After that, the DIFF:ORDER object and information on the
components and variables of the move-operators is given.

To illustrate the representation of operator pre-tests, consider P QAM, the one to
apply the operator MOVE:BOX (Figure D.4), '

Respond to APPLY:OP signal with the sppropriate srgument:
QAM; "APPLY MOVE:BOX" :: APPLYV-OP(OP,A,08J) & SATISFIES(OP,0P EQ "MOVE:B0X)
Bind sesignment:
& ASSIGNS(AMTO,LOC)
Get the value of the monkey's localion:
& HASTOPNODE(OBJ,N1) & LINKS(L1,NI,N2) & SATISFIES(L1,L1 EQ "MONKEY-PLACE) & HASVAL(N2,V1)
Check that the value of the box's Iocation is the same, bound to V1:
& LINKS(L2,NI,N3) & SATISFIES(L2,L2 £Q 'BOX:PLACE) & HASVAL(N3 V1)
Check that it's not siready thers and sstablish trace indent vaive:
& VNEQ(V1,LOC) & TRACE IND(K)
Create new objoct token and print trace message:
=> EXISTS(0) & TRACING(TRACEPRINTM(<'APPLY,0P,T0,0B4,'GET,0,<MTO,LOC> > X))
Signel that the object is to be copied:
& COPY:0BJ(0,08))
Set up the data for the COPY LINK operation, which changes velues at two locations:
& COPY:LINK(O,1,L1,L0C) & COPY.LINK(0,2,L2,LOC)
Repart results, snd srase the apply signel and the assignment:
& APPLY-RESULT(OP,0) & NEGATE(1,3);

The operstor difference P, QDM, is simiar except:
Bind the assignment:
& ASSIGNS(AX1,X2)
Chech that the box's location 18 different:
& HASVAL(N3 V2) & VNEQ(VI,V2)
Check that the bow isn't already at the desired location:
& VNEQ(X2,V2)
Creats a difference token file the difference, and set up to report the result:
o> EXISTS(D) & FILE LOC PROG(D) & APPLY-DIFFR.SETUP(D,0P,V1,V2)
& HASLINK(D,L1,0) & NEGATE(},3);

Figure D.48 Extracts of operator application and operator difference Ps

MOVE:BOX has a variable MOVE:TO that gives the target location of the move. The pre-
test for MOVE:BOX requires that both monkey and box be at the same place, a place not
equal to the target location. Thus the test consists of finding the two locations and testing
that they're the same, but distinct from the target; the fourth to the eleventh conjuncts in
the LHS of QAM do just that, following links in the object from its top node to the terminal
values, the identity being tested by simpie match-variable identity (V1). In QOM, which
generates an operator difference for MOVE:BOX, the corresponding test is for inequality of
the two values, but otherwise the mechanics of the test are the same as in QAM.

The trace for MK given in Appendix E is accompanied by more detail than is given

for any of the other traces: it includes the trace of P firings and a control flow summary
that was generated from the P-tiring trace. The P-firing trace is paragraphed, with breaks
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occurring at places where a main goal trace line is printed in the ordinary trace (such a
line starts with a series of dots). With this, the reader should be able to follow in grest
' detail the workings of the program, at selected points in the trace. Each P firing as traced
consists of a P name followed by "-", followed by that firing’s ordinal number. The control
j tlow summary is a graphic display of how control passes from one group of Ps to another;
- the groups are determined by P names’ first letter. In addition, there is an indication of

how many firings there were in a group before control changed to another group.

| The behavior exhibited on MK with the original table of connections is interesting
[ . and useful for illustrative purposes, but is pathological for reasons explained beiow. The
! monkey walks to the box, climbs onto it, climbs down, climbs again, and finds itself in a
! repeated situation (G-11); going back to its starting place, it walks to the place under the
bananas, finds that doesn’t work, walks to the box, pushes it under the bananas, climbs,
and gets the bananas. One interesting thing about the task formulation is brought out:
| there is no "unclimb™ operator, but the WALK operator is sutficiently loosely specified that
‘ it serves the same function. The behavior is interesting because it illustrates some failure
and backup. Its lack of direction is due to defects in the desirability selection process,
whose task is to construct a partial assignment potentially suitable for reducing &
| difference.
|

The process of constructing an assignment is in three stages: selecting relevant
operators based on the table of connections, constructing a desired (partial) assignment
based on knowledge of the move operators, and constructing a feasible assignment from
| that, using information on allowable variable domains and restrictions. In this task, the
move operators contain COPY:LINK operations, which simply change the value at some
location in an object. The second stage makes use of operation-specific information, and in
the case of MK, it was extended to take the COPY:LINK operations into account. That
extension turned out to be inadequate, but it wasn't discovered to be so because of
incorrect error diagnosis. The problem of the aimless behavior described above was
diagnosed as resting in the first, relevant-operator selection, stage (it was thought that
GPS simply had a lucky order in the way it picked operators) so that a more restrictive
l TABLE:CONN was constructed; the observed behavior then corresponded to the solution
exhibited by Ernst and Neweli (see the trace of the second version, Appendix F). The
code tor COPY:LINK operations is not selective enough because it doesn’t take into account
all the availabie (or potentially available) location information; for instance, CLIMB was

. selected in G-2 as desirable because no check was made to find the MONKEY:HAND location
of the difference.

How the desirability selection would need to be changed to treat this task more
intelligently involves two corrections: making the task specification slightly more
informative, which can be done quite easily in the present framework; and reorganizing the
process to react more smoothly to an abortive attempt to construct a partial assignment,
and to be able to better detect when a partial assignment that has been built is as
complete as possible within given information. These two corrections are sketched below,
but have not been made for the present repor! because the correct diagnosis was stow in
emerging, and because it is not sufficiently important to justify the etfort involved (all
tasks use parts of the process that would be affected). Also, the negative effects of the

deticiency are local to the MK task.
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The desirability selection process was not described in detail in Ernst and Newell, so
that the approach for GPSR was to build it up to a level adequate for each task as it was
tried, and to delay a more general treatment until it was found to be necessary. The
mistake in developing the desirability selection process piecemeal as tasks were added to
GPSR's repertoire was that for each task the tendency was to consider that sverything
done by the desirability selection process was evident in the result, namely that it only
used information indicated explicitly in the desirable assignments to operator variables.
This strategy is correct for TH because assigning variables is all that’s necessary. It is not
quite enough for MC, and in fact a patch was made to correct the deficiency there (the
addition of HASVAR:LINK to associate a location link with the value assigned to a variable).
The necessity of this patch was not transterred to MK, which is slightly worse because
soms operators have no variables at all. Instead, as described above, the fault was
deemed to lie in TABLE:CONN, and fixing that made the behavior adequate.

It is now apparent that desirability selection must use full information about the
locations of the effects of a move operator. The process is given the loc-prog of a
difference and the desired change at that location. It must match this to a move operator
component, which must specify the location of the change brought about by that
component of the operator and the nature of the change that it brings about. The change
is expressed symbolically as a pair of values: in MC, (LOW, HIGH)} is used to indicate a
numeric increase; in TH, (UNDEF, YES) is used to indicate moving a YES from one place to
another; and in MK, (ARB, ARB) is used to indicate (vaguely) a change from one value to
another (perhaps ARB, in retrospect, should be replaced by the name of a variable domain
or some other set). The meanings of these symbols are built into the desirability selection
process; for instance, it knows how to match a difference pair (3, 1) to the move-operator
component (HIGH, LOW). The process first matches a move-operator component’s change
pair with the difference pair, and then matches the respective location descriptions. The
location of the difference is given as a constant link path, but the move-operator
component’s location is in general a path some of whose links are variables with specified
domains. When a variable matches to a constant, the process constructs a pair that goes
into the desired assignment that is the process's output. The change necessary in the
present implementation is that the move-operator component focation must be specified
snd matched in its entirety, including all constant links, some of which are not presently
used. This change is sufficient in general, and in particular will remedy the MK problem
and include as a special case the solution that was used for MC.

The matching should be set up so that a failure to match completely is noted,
resulting in an orderly abandonment of the process. In addition, given the general
capabilities of the match, it might be useful 1o rate a desirable assignment according to
goodness of fit and specificity ot the etfect to the change expressed by the difference (for
instance (UNDEF, YES) is more specific than (ARB, ARB)); such a rating would perhaps allow
some discrimination among a set of alternative operators or desired assignments.

D.4. The Tower of Hanoi task

The Tower of Hanoi task (TH) has been described in Section A, Figure A.l. Ps for
the task and the trace of GPSR solving it follow those for MK in Appendix B and Appendix
F. The task Ps have several features of note. The P that applies the MOVE:DISK operator,
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QA, contains two nested conjunctions (form: NOT( EXISTS .. )) that perform in one
sequence of tests the pretests for rule legality; the first tests that no smaller disk is on
top of the disk that is to be moved, while the second tests that no smaller disk is on the
peg onto which the disk is to be moved (see Figure D.5).

QA; "APPLY MOVE:DISK" - APPLY-OP(OP,ASG,0BJ) & SATISFIES(OP,OP EQ 'MOVE:DISK)
Establish veriable bindmgs:
& ASSIGNS(ASG,TP,TPV) & SATISFIES(TR,TP EQ 'TO.PEG)
& ASSIGNS(ASG,FP.FPV) & SATISFIES(FPFP £Q 'FROMPEG)
& ASSIGNS(ASG,HP,HPV) & SATISFIES(HP HP EQ "OTHER PEG)
& ASSIGNS(ASG.D,DV) & SATISFIES(D,D £Q 'DISK)
Teot that the diok to be moved s at the FROM PEG.
& HASTOPNODE(OBJNI) & LINKS(FPV NI, FN1) & LINKS(DV,FN1,FN2)
& HASVAL(FN2,FV) & SATISFIES(FV,FV EQ 'YES)
Test that no smeller disks are on top of the digk to be moved:
& NOT( EXISTS(DI,N2,N3N3V) & LINKS(FPV,NI,N2) & LINKS(D1,N2,N3) & SMALLER(DI,DV)
& HASVAL(N3IN3V) & SATISFIES(NIV,N3V EQ 'VES))
And test that no umsller disks are at the target pog:
& NOT( EXISTS(DI N2, N3 N3V) & LINKS(TPV,NI,N2) & LINKS(D1,N2,N3) & SMALLER(D1,DV)
& HASVAL(N3N3V) & SATISFIES(N3V,N3V EQ 'YES) )

Figure D.5 Pre-tests for the MOVE:DISK operator in TH

Note that the size of disks is determined by explicit Working Memory items that give the
binary "smaller" relation between all disks (see Ql). The P that generates operator
differences, QD, incorporates the trick used in GPS, namely that an operator is inapplicable
if all the disks smaller than the one to be moved are not on the other peg, the peg that is
neither the FROM:PEG nor the TO:PEG So QD tests the other peg, and for every smaller
disk that isn’t there, it emits an operator difference. Tests for ali the smaller disks are
done in one match, and the P fires "simultaneously” for all the differences found. QE and
QE2 ensure that all the operator differences found are filed and named before passing
control back to the Try-Apply submethod; QE tests that all are finished, and QE2 reasserts
signals to the filing process that have not been processed. The feasible assignment
generator, QF, is also set up to fire more than once, simuitaneously generating a set of
combinations of feasible variable assignments (Figure D.6).

QF; "FEASIBLE ASG GEN" FEASASG(OP,DA.G) & SATISFIES(OP,OP €£Q 'MOVE DISK)
eostsblish assrgnments made by desirabibity selection
& ASSIGNS D(DAVAR.VAL) & SATISFIES(VAR,VAR EQ 'DISK)
& ASSIGNS D(DAVARZ VAL2) & SATISFIES(VAR2,VARZ EQ 'TO PEG)
got the unassignod parl of the peg set and apply axclucions.
& ISPEG(VAL3) & ISPEG(VALA) & VNEQ(VALZ VAL & VNEQ(VAL2,VALE) & VNEQ(VAL3 VALA)
sseerf the connfrucied ancgnments, one per sucoessful match
o> EXISTS(A) & HASNEWFEAS(G,0P,ADA.0) & ASSIGNS(A VAR VAL) & ASSIGNS(AVAR2,VAL2)
& ASSIGNS(A'FROM PEG,VAL3J) & ASSIGNS(A'OTHER PEG,VALQ) & NEGATE()),

Figure D.6 Generation of feasible assignments in TH

Iv-41 Da

R “n e M e e b e




D4 Tasks Given to GPSR GPSR

It starts out with two operator varisbles (DISK and TO:PEG) already assigned by the
desirability selection process. Using the set of pegs, ISPEG, it then arbitrarily selects
values to be assigned to the other operator variables (FROM:PEG and OTHER:PEG) and
finally forces the selections to be non-overlapping, with distinct values assigned to each
operator variable.

The behavior of GPSR on this task is remarkable in that no mistakes are made. This
is due to the trick mentioned above of looking at the "other” peg to extract operator
differences. For instance, in Figure D.7, the goal is to move DISK4 to PEG3 (cf. G-18).

§ e e e

Figure D.7 Sample Tower of Hanoi situation

One approach would be to generate the operator difference that DISK1 should not be on
PEGI; this would result in two alternatives to be tried in the search, since PEG1 can legally
be moved either to PEG2 or PEG3 - doing the latter is definitely a mistake and cannot lead
to a solution uniess it is undone. The actual approach taken is to look at the other peg
snd note that DISK] has to be there in order for the move to take place. This also results
in two alternative attempted assignments, moving DISK1 to PEG2 from either PEG1 or
PEG3, but the latter is easily rejected as not immediately applicable. By using the other-
peg trick, GPS and GPSR avoid any backing up in the search.

D.5. The Missionaries and Cannibals task

The Missionaries and Cannibals problem (MC) consists of moving three missionaries
and three cannibals across a river with a boat thal will hold at most two people. The
reason why this is a puzzle is that it must be done without allowing cannibals to
outnumber missionaries on either bank of the river, for in this case the missionaries would
be in grave danger (it is all right to have no missionaries), States in the problem are
represented by objects that give the number of missionaries and the number of cannibals
on each side of the river, plus the location of the boat. The GPSR task Ps and behavior
traces are given after those for TH, in Appendix B and Appendix F. The task Ps for MC
are given in two versions, which we’ll refer to as MCO and MC1 when it's necessary to
distinguish. The basic structure of the two variants is the same, but they vary in the kinds
of operator differences produced. This will be discussed further below.

An important feature of the GPSR representation of MC is how operator post-tests
are implemented. In GPS, post-tests were a set of tests to be executed after the
application of an operator, to ensure legality of the object. For MC, GPS had pre-tests to
see that everything was legal on the from-side of the river before moving the boat across,
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and it used post-tests to check legality of the to-side situation after making the move.
Because of this structure, no operator differences were extracted as a result of failure of
post-tests; the operator failed unconditionally. The GPSR formulation simply does away
with post-tests by transtorming algebraically the subjects of the post-tests into their
corresponding pre-move values, thus aliowing post-tests to be expressed as pre-tests
(see Figure D.8).

Firet, QA establishes the following variable bindings:

M « the number of missionaries to be moved,

C = the number of cannbals to be moved,

NFM and NFC = the numbers of missiocnarios and cannbals on the from-side;

NTM and NTC = the numbers of missionaries and canndals on the to-side.
Then QA tests that after the move, the from-side numbers are ali right:

& NOT( SATISFIES2(NFM,M,NFM NEQ M) & SATISFIESI(INFMMNFCNFM - M 2LESS NFC - C) )
And it teats the same for the to-side:

& NOT( SATISFIES2(NTM,M,0 NEQ NTM « M) & SATISFIES3(NTM,MNTCNTM « M 7.LESS NTC « C) )

Figure D.8 Transformed post-tests for MC

Because of the simplicity of the operations that are in general available for use by move
operators, this kind of inversion is always possible. Doing so atllows operator differences
to be obtained for the tests that were post-tests; obtaining differences from post-tests as
GPS formulated them was not possible because such differences would be expressed in
terms of a derived object rather than in terms of the object to which the operator was
applied. The Inversion of post-tests also implies that the difference produced when a
“post-test® fails must also be inverted so that it is expressed in terms of the given object
(see the RHSs of the QD's for details). Using inverted post-tests turned out to have an
unexpected benefit: the necessity to retry transtorm goals (GPS’s Expanded-Transform
method), which was used by GPS in the MC task and in one other task, is no longer
necessary for the MC task. An example of how this worked out will be pointed out when
the behavior of GPSR on MC is discussed below. It is not evident that this kind of result
holds more generally, and at present no way has been seen to attempt a formal proof.

GPSR’s MC has a few other advantages over the GPS version. In the Ps that
generate feasible assignments it was quite simple to add an ordering heuristic, to allow
GPSR to pursue more sensible feasible assignments before less sensible ones. A more
sensible assignment is one that moves two people across the river from the left bank to
the right, which is the same direction as the overall goal, and that moves only one person
on the return trip, from right to left; the less sensible ones do just the opposite. Notice
that MC is challenging because it requires at one critical point a less sensible move. This
heuristic was implemented by interposing a set of Ps to evaluate assignments (QF3 and
QF4) between the assignment-generation Ps (QF and QF2) and the Ps that use the
generated assignments (in the Try-Apply submethod). The ability to do this derives from
the expression of the task as a PS program rather than as a passive data structure.
Although it seems that such an idea would improve GPSR's performance to a large extent,
the actual resuits are only a slight improvement, due to GPSR's tendency to go through a
rather exhaustive search for this task.
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Another place where GPSR has some advantages over GPS on the MC task is In the
area of numeric differences and difficulties. The differences found by GPS (judging from
its behavior traces) were simply to reduce, say, the number of cannibals on the feft bank,
whereas GPSR expresses it more precisely as reducing the number of cannibals from 3 to
0. This allows desired assignments generated by GPSR to assign values to varisbles in a
way more precisely suited to the demands of a particular goal. At the same time GPSR's
desirable assignments can be expressed as sets of values for some variable rather than a
one-one value-variable correspondence. For instance, a desirable assignment might set
the number of missionaries moved to be either one or two. This multiple value resulted in
e natural way be allowing all possible matches in a desirability selection P to fire
simultaneously; it is no problem for the feasible-assignment generator to use that kind of
input for the same reason: it simply has more combinations to be matched and to aliow to
be simultaneously emitted. The result is a larger set of feasible assignments, but it
contains all of the possibilities that might be relevant; this was obtained at no extra cost in
terms of program code, since all the set maintenance is done automatically by the Psnist
Working Memory and P examination stack, :SMPX. Finally, the more precise expression of
differences allows the difference evaluation process to produce a more refined difficulty
measure; for instance, reduction of a vaiue from 3 to O is harder than a reduction from 2
to O.

The difference between the task Ps for the MCO and MC1 variants lies entirely in
the way operator differences are extracted. In MCO the operator differencing is set up in
such s way that differences involving having the boat on the wrong side of the river to
perform a desired move are found first (by P QDB), and other differences such as number
of cannibals too high are found only if the boat is right. This variant was the first one
tried, historically, because it corresponded with all the behavior visible in GPS’s trace; that
is, it seemed to be the case always that the boat differencs would have to bs reduced
before other differences would be considered. But on reflection, the realization came that
in fact since the numeric differences were considered to be harder to reduce (as
established by DIFF:ORDER), it is incorrect to allow the boat difference to mask others.
When GPS in general encounters a set of differences, it always attacks the hardest one
first, since if that fails it is pointless to have wasted effort reducing an easy difference.
As it turned out, this feature made some difference in the amount of progress GPSR could
make in various experiments with MC. We wwW see below how this worked out, but at
present we will point out some interesting points with respect to MCO behavior, which
compares more favorably with GPS’s behavior than does the MC! variant.

The tirst MC behavior exhibited (Appendix F) shows a successful run, in which GPSR
solves MC (version MCQ) correctly. In terms of number of goals, GPSR expends somewhat
more effort than does GPS; GPSR has 69 goals where GPS had 57. But GPSR and GPS
have some differences in what counts as a goal: in GPS, goals that are repetitions of past
goals don’t appear in the trace and are not counted whereas in GPSR, they do appear, as
they are sprouted, so that the recognition and backup is more visible (this would decrease
GPSR's count relative to GPS); on the other hand, direct applications of operators in GPSR
(by the Try-Apply submethod) are not counted as goals, whereas in GPS they were apply
goais that were generatg_a/ud that immediately succeeded.

e

On the whole GPSR and GPS seem to approach the task in similar ways, and

differences in their behavior is due mostly to the differences in the ways arbitrary choices
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are made. But it must be pointed out that the GPS trace doesn’t show two of the common
types of behavior in the GPSR trace: GPS doesn't show any of the retrying of goals during
the backup on failure; GPS doesn't show any instances of the Try-Old-Goals method. The
GPS problem-solving executive was described as selecting the supergoal of a failed goal,
and trying and exhausting other allernatives on that supergoal before backing up further;
GPSR follows this with the resulting visible behavior, but corresponding behavior is not
evident in GPS’s traces. An example of this is the retry of G-36 after the failure of G-43;
GPSR prints "RETRYING OLD" when a retry is due to selection by Try-Old-Goals in the
executive. With respect to the lack in GPS of evidence of the Try-Old-Goals method, GPS’s
behavior is much more driven by the "New-0Obj" selection, which chooses some newly-
derived object as the subject of a transform goal rather than evoking the Try-0Oid-Goals
method. GPSR also uses that kind of selection, but it uses it less often, simply because it
doesn't generate new objects as rapidly as GPS did. On detailed comperison of behavior
traces, it appears that GPS makes faster progress because it has less to work with: less
refined difficulties and no differences from post-tests. This agrees with the general
principle that too much information can be detrimental to a weak probiem-solver. Some of
the features that were introduced above as advantages have perhaps degraded behavior
slightly because the problem-solver is not powerful enough to use the new material to
advantage. We will sce below some places where the means-ends methods can use extra
supporting mechanisms.

There are three interesting features of GPSR's behavior on MCO (the third segmant
of Appendix F) that are worth pointing out. The tirst js that retrying transtorm goals is no
longer essential for solution of the problem; this is evident in the behavior starting at goal
G-36, Figure D.9.

SELECT BY NEW.0BJ, 0-13

. B-3% : TRANSFORM 0-13 TO DESIRED-OBJECT (FROM G-1)

0-13 (LEFT (BOAT YES CAN 2 MIS 2) RIGHT (CAN | MIS 1))

.. G-36 : REDUCE 2 TO 0 AT (LEFT CAN) OF 0-13 (DIFFIC 202) (FROM G-35)
APPLY CROSSRIVER 70 0-13 GET 0-16 (FROM LEFT TO RIGHT NMIS 1 NCAN 1)
0-16 IS THE SAME AS 0-12

RETRYING G-36
... G-50 : APPLY CROSS RIVER TO 0-13 (DIFFIC 202) (FROM G-36)
ASSIGNS FROM o LEFT , NCAN « 1 , NCAN « 2
0-13 (LEFT (BOAT YES CAN 2 MIS 2) RIGHT (CAN 1 MIS 1))
....G-51 : REDUCE 2 TO 0 AT (LEFT MIS) OF 0-13 (DIFFIC 202) (FROM G-50)
APPLY CROSS RIVER TO 0-13 GET 0-22 (FROM LEFT TO RIGHT NMIS 2 NCAN 0)
G-51 SUCCEEDS
....G-52 . APPLY CROSS RIVER TO 0-22 (DIFFIC 202) (FROM G-50 AND G-51)
ASSIGNS FROM « LEFT , NCAN « | , NCAN ¢ 2
0-22 (LEFT (CAN 2 MIS 0) RIGHT (BOAT YES CAN I MIS 3D

Figure D.9 GPSR doesn't need to retry transform goals for MC
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This Is @ goal to reduce the number of cannibals on the (eft bank; it comes from e
transform goal (G-35), and retrying the transtorm goal would ordinsrily be thought
necessary to try to reduce the number of missionaries instead. In the particular situation
at G-35, it is in fact necessary to try the latter reduction, since the former cannot lead to
the solution. GPSR's initial attempts on G-36 are abortive, but a little more than a column
after the first try, G-36 is retried, and the subordinate goal G-51 is to reduce the number
of missionaries, as required for solution. G-51 comes about as the result of an operator
difference from an inverted post-test; GPSR tries to move one or two cannibals across the
river to find that this results in too many cannibals there, so the subgoal to increase the
number of missionaries on the right side (equivalently reduce the number on the left) is
croated as G-51. G-36 and G-51 are two alternatives that would be obtained by trying or
retrying G-35, but here the latter was developed in the subgoal structure of the former.

The second feature of GPSR's behavior is that it must return to retry a gosi that at
its first occurrence looked too ditficult to work on. The goal in question is G-14,
generated first in the first column of the trace in the third segment of Appendix F, which
is excerpted in Figure D.10.

.. 3-8 : TRANSFORM 0-3 TO DESIRED-OBJECT (FROM G-3 AND G-4)
0-3 (LEFT (CAN 2 MIS 2) RIGHT (BOAT YES CAN 1 MIS 1))
... @~9 « REDUCE 2 TO 0 AT (LEFT CAN) OF O-3 (DIFFIC 202) (FROM G-8)

G-9 SUCCEEDS
.. 8-313 : TRANSFORM O-5 TO DESIRED OBJECT (FROM G-8 AND G-9)
: 0-5 (LEFT (CAN 0 MIS 3) RIGHT (BOAT YES CAN 3 MIS O))
... G-14 . REDUCE 3 TO 0 AT (LEFT MIS) OF 0-5 (DIFFIC 203) (FROM G-13)
NO PROGRESS, G-14 FAILED

RETRVING OLD G-14
..... ©8-23 : APPLY CROSS-RIVER TO 0-6 (DIFFIC 105) (FROM G-14)
ASSIGNS FROM o LEFT , NMIS « 1, NMIS o 2

G-23 SUCCEEDS
G-18 SUCCEEDS
... 0G-26 : TRANSFORM 0-12 TO DESIRED.OBJECT (FROM G-13 AND G-14)
0-12 (LEFT (CAN 1 MIS 1) RIGHT (BOAT YES CAN 2 MIS 2))

Figure D.10 GPSR retries a no-progress goal

When it is generated, its difficulty is higher than that of its supergosl, so preceeding on it
violates GPS’s principle of working from the difficuit to the not-so-difficuit. GPSR
abandons it to work first on some easier goals whose alternatives are not exhausted, but
about a column later in the trace, it returns to retry G-14, and this leads to substantial
progress. This feature surprised me when it occurred because the static goal-subgoal
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structure violates the keep-progressing principle, sithough dynamically GPSR's behavior
does not.

The third features involves an instance where the basic means-ends stretegy as
implemented in GPSR appears fatally inflexiblee. The critical segment of bshavior starts at
G-26 in the trace, and runs through G-30, Figure D.11,

....G-26 : TRANSFORM 0-12 TO DESIRED OBJECT (FROM G-13 AND G-14)
0-12 (LEFT (CAN 1 MIS 1) RIGHT (BOAT YES CAN 2 MIS 2))
..... G-~27 : REDUCE 1 TO 0 AT (LEFT CAN) OF O-12 (DIFFIC 201) (FROM G-26)
...... G-28 : APPLY CROSS RIVER TO 0-12 (DIFFIC 105) (FROM G-27)
ASSIGNS FROM « LEFT , NCAN « 1
....... G-29 : REDUCE UNDEF TO YES AT (LEFT BOAT) OF 0-12 (DIFFIC 105) (FROM G-28)
APPLY CROSS RIVER TO 0-12 GET 0-13 (FROM RIGHT TO LEFT NMIS | NCAN 1)
G-29 SUCCEEDS
....... G-30 : APPLY CROSS RIVER TO 0-13 (DIFFIC 105) (FROM G-28 AND y-29)
ASSIGNS FROM « LEFT  NCAN « |
0-13 (LEFT (BOAT YES CAN 2 MIS 2) RIGHT (CAN 1 MIS 1))

Figure D.11 GPSR carries over desired assignments inappropriately

GPSR sets up an apply goa! with a desired assignment to move one cannibal from the feft.

To do this, it tirst reduces the operator difference of the wrong boat focation, and in doing .

s0 adds a cannibal. The supergoal’s desired assignment is carried over to the result of
that reduction, according to normal operating procedure, but now it is no longer
appropriate since a cannibal has been added. It turns out that the object that resulted
from the intervening reduce goal is on the critical path to the solution; failing to treat it
appropriately in this case is a fatal mistake because the context is such that that object is
never again generz‘zd or examined. Fortunately, GPSR has the New-Obj selection
criterion, by which derived unexamined objects are used in new transform goals. This
method is not part of the pure means-ends strategy, but in this case it saves it from
tailure by proceeding with that intermediate result. It was surprising to discover such a
fundamental weakness in the basic GPS methods; GPS's way around this difficulty was not
originally presented as a patch to add completeness to means-ends.

The MCL version differs from MCO in having more flexible operator difference
capabilities. QD Ps are the only case where it is necessary to generate several operator
differences using more than one P, so it is necessary to add some control to ensure
proper sequencing. {In MK, only a single difference is ever detected, and in TH, ali the
differences are generated simultaneously by a single P.) There are separate Ps to detect
operator differences from a wrong boat location (QDB), from conditions at the from-side
(QDF1, QDF2), and from conditions at the to-side (QDT1, QDT2). QDZ detects the
completion of trying to apply the operator, where each QD re-asserts the apply signal to
make sure other difference Ps get a chance. The QD's correspond roughly to the Ps of
MCO, except that in MCO, QDF’s and QDT's conditions included checks on the boat’s
location, so that boat differences would mask the others.

® GPS has similar properties. See goals 6-9 on page 132 of Ernst and Newell, and goals
18-21 on page 187.
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A trace of the behavior of version MCl is given after the one for MCO discussed
above, in Appendix F. This trace shows GPSR without the New-Obj selection criterion,
GPSR fails to find the solution, due to features already discussed. This behavior is
presented to demonstrate what resuits from the more refined operator-differencing Ps.
The basic difference between MC1 and MCO (whosa behavior with these options is not
shown) comes in the section of the trace between G-38 and G-61: one object, 0-23, Is
obtained in the solution that isn't obtained by the MCO version. However, this doesn't help
it to get to the solution, because of the desirable assignment inflexibility; further, it incurs
a large cost: 67 goals are generated, versus 38 in the corresponding MCO version. The
difference that is the subject of G-38 is the result of the revised Ps; it produces 0-23
while retrying G-43, just before G-46 in the trace.

Finally with respect to MC, GPSR fails to solve the task without New-0Obj even when
the option is enabled that allows transtorm goals to be retried (that trace is not included).
Three objects are not actual objects in transform goals, and one is the critical object
necessary for solution, so that it is clear that New-Obj is required for GPSR as it stands.
The goal-subgoal contexts in which those objects are generated is such that no further
progress is possible. Furthermore, GPSR makes less progress than without the retry-
transform option because the goai-subgoa!l structure is such that some of the branches in
the search are blocked by repeated goals, that is, goals that are repeated because the
option generated them where they weren't generated before; the “repeated” goals are not
really repeated in the sense that they occur in different goal-subgoal contexts from the
previous instances.

To summarize the results of doing the MC task, extracting operator differences from
inverted post-tests removes the necessity for retrying transform goals. GPSR puts forth
somewhat more effort in solving the MC task than did GPS, because of the extra
information and refinement that GPSR has from its operator differences and difference
evaluation. GPSR's behavior exhibits a basic inflexibility in the means-ends analysis
structure that forces the inclusion of the New-Obj selection principle; this inflexibility is in
passing desired assignments from a goal to its descendent. It is necessary to violate
statically the principle of proceecing from the more difficult to the less difficult, at least
with respect to GPSR's difficulty measures and difficulty propagation rules. A slight
improvement in GPSR’s achievements results from expanding the operator differences
produced, but the cost is high in terms of extra goals generated. Various blocks to
progress occur due to repetition of a single goal in different contexts, especially contexts
where progress towards the solution might occur. Most importantly, the basic means-ends
analysis strategy, with transform goals retryable, is incomplete, in the sense of being
unable to reach a solution.

Further research to find the underlying easons for the above faults, and to try
variations in the organization of the problem-solving executive and methods are beyond
the scope of the present work. Important features of PSs have been brought out
regardless of problems with GPS itself. The MC task was solved using the mechanisms
GPS used; the investigation of the defects exposed by GPSR is beyond that basic
objective.
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D.6.. A comparison of task specification in GPS and GPSR

A task specification for GPS consisted of a list of list-structured elements with
enough information for GPS to construct an adequate internal representation of a task. It
started with several meta-components that influenced the interpretation of further
components. Then came descriptions of the problem to be solved (the top goal),
definitions of entities used in other components, and definitions of operators, of the table
of connections, etc. The following table summarizes the differences bstween the external
representation of tasks for GPS and GPSR.

GPS GPSR

RENAME Unused and unnecessary; GPSR has fewer internal naming
conventions to be adhered to, and those are not subject to
change.

SKIP-WORDS Inapplicable.

DECLARE No types, so unnecessary (no distinction betwesn types of
links in object representation; also no need to give types for
FEATURES, SETS, etc.).

TOP-GOAL List of instences in the RHS of QI; described objects are
encoded as Ps (QK in MK).

FEATURES Conversion and definition is automatically done by GPSR for
loc-progs; other definition of structures is unnecessary.

SETS Lists of instances in RHS of QI {Working Memory is a set).

EXPRES Expressions encoded directly in Ps.

TESTS Encoded directly in Ps (QA's, QD's); no separate definition.

TRANSFORMATIONS Evoked by name by instances in RHSs of QA’s; feasibility must

MOVE-OPERATORS
type of operator
VAR-DOMAIN

PRETESTS

POST-TESTS

MOVES
DESCRIBED-08BJS
OBJECT-SCHEMA

DIFF-ORDERING

TABLE-QOF -CONNECTIONS

COMPARE-OBJECTS

be checked in LHSs of QA’s.

Instances in RHS of QI (ISMOVEOP).

Sets of instances (VAR:DOMAIN) in RHS of QI plus tests on
those in the feasible assignment generators, QF's.

Tests in LHSs of QA's and QD's.

Tests in LHSs of QA's and QD’s.

Evocations of transformations in RHSs of QA's plus
HASMOVE:COMPON instances from RHS of Ql.

Encoded directly in Ps that respond to MATCH.DIFF signal.

A list structure that is converted to the Working Memory
representation of LINKS and HASVAL's by the OBJECT
PSMacro.

The DIFF:ORDER object, asserted by QL

The TABLE:CONN object, asserted by QL.

Instances in RHS of QI that are used to restrict the Match-Diff
submethod (MATCH:RESTR); otherwise full object comparisons
are assumed.

Thus, GPSR uses the same basic set of task-specific components as GPS, except for

the first three above.

The components' organization is of course quite different, with
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major departures in the representation of move operstors. Move operators are encoded
as Working Memory instances asserted by QI, for the desirability selection process, as Ps
to generate feasible assignments given a desired assignment, as Ps to apply operators, and
as Ps to produce operator differences. The rest of this subsection will review in detail
some aspects of the encoding of move operators as Ps, with occasional references to other
maejor differences.

A move operator consists of a sequence of tests for applicability followed by a
sequence of transformations (REM:LINK, INCR:LINK, and others, see Figure B8.4) that
produce a new modified object from a copy of the input object. GPSR also performs a set
of tests in LHSs of QA's to ensure that the transformations are legal. This was not done
by GPS, which simply allowed the transformations to "tail”, but it is important in GPSR to
avoid the (unnecessary) extra work involved in doing and undoing the copying of objects.

MK has four very similar move operators, of which MOVE:BOX is typical, containing
types of tests that represent the full variety in the four operators. MOVE:BOX has a VAR~
DOMAIN,

X IS IN-THE-SET OF PLACES,
which is guaranteed in GPSR by the desirability selection process, using Working Memory
instances asserted by Ql:
VAR:DOMAIN('MOVE TO,'PLACE1) & VAR DOMAINCMOVE:TO,'PLACE2) & VAR DOMAINCMOVE-TO,UNDER:BANANAS)
& HASMOVE COMPON({'MOVE BOX,'MB1,'ARB,'ARB) & HASVAR('MB1,'MOVE T0)
MOVE:BOX has two PRETESTS. The first is a simple set membership test on the monkey's
location, which is simply assumed to be true in GPSR, since it is redundant,
THE MONKEY'S-PLACE IS IN-THE-SET OF PLACES.
The second is
THE MONKEVY'S-PLACE EQUALS THE BOX'S-PLACE,
which in QAM (the application P) becomes
LINKS(L1,N1,N2) & SATISFIES(L1,L1 EQ 'MONKEY.PLACE) & HASVAL(NZ VD)
& LINKS(L2,N1,N3) & SATISFIES(L2,L2 EQ 'BOX PLACE) & HASVALIN3 V1)
making the EQUALS test by using the same variable, V1. In QDM, which produces the
operator difference, the test is similar except the last element becomes,
HASVAL(N3V2) & YNEQ(V2,V))

For MK, the desired object consists of a test that the monkey has the bananas; If
that is not true, a difference is produced as a match result. The test is:
NOT( EXISTS(LN2,V) & LINKS(L NI N2} & SATISFIES(LL EQ '"MONKEY-HAND)
& HASVAL(N2,V) & SATISFIES(V,V EQ 'BANANAS) )
which corresponds to TEX-DESCRIPTION,
THE CONTENTS-OF-THE-MONKEY'S-KAND EQUALS BANANAS.

For TH, the move operator MOVE:DISK has in GPS four VAR-DOMAIN's and a PRE-

TEST. Three of the former are of the form,

THE TO-PEG IS AN EXCLUSIVE-MEMBER OF THE PEGS
In GPSR, QF has the equivalent as:

SATISFIES(VARZ2.VAR2 EQ 'TO PEG) & ASSIGNS D(VAR2,VAL2) & ISPEG(VAL2)

& VNEQ(VAL2,VAL]) & VNEQ(VALZ,VALA),
where VAL3 and VAL4Z are bound lo other members of ISPEG that are used 1o construct a
teasible assignment in the RHS. That is, the EXCLUSIVE-MEMBER relation is achieved by
the VNEQ’s in the LHS of the P. The fourth VAR-DOMAIN s ftor DISK, which is a set
membership without exclusions and thus a simple variation of the above.
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The PRE-TEST for MOVE-DISK in GPS is
X ON THE OTHER-PEG IS DEFINED FOR-ALL X SMALLER THAN THE PARTICULAR DISK
In GPSR, QA has
NOT( EXISTS(D1,NZNIN3V) & LINKS(FPV NI N2) & LINKS(D1,N2,N3) & SMALLER(D1,DV)
& HASVAL(N3,N3V) & SATISFIES(N3V, N3V EQ 'YES) )
& NOT( EXISTS(D1,N2.N3N3V) & LINKS(TPV,NI,N2} & LINKS(D1,N2,N3) & SMALLER(DL,OV)
& HASVAL(N3N3V) & SATISFIES(N3V N3V E| 'YES) )
where FPV is bound to the binding of FROM:PEG, TPV to the binding of TO:PEG. That is,
rather than having a positive test for all disks on the OTHER peg, which is a variable
number and thus impossible to express in a single P, the PRETEST is converted to its
negative so that "FOR-ALL" becomes "EXISTS" and one P now suffices for the test. On the
other hand, QD which generates operator differences uses the positive form of the
PRETEST because it must generate a difference for each such disk; it does so by firing
once for each smaller peg that is not on the other peg:
& NOT( EXISTS(V,N3) & LINKS(DI,NZ,N3) & HASVAL(NZV) & SATISFIES(V,V EQ 'VES) )
where O] 1s bound to a disk smaller than the disk to be moved, and N2 is the node of the
TH object that is linked from the top node by the vaiue of OTHER:PEG.

For MC, the CROSS-RIVER operator’s two POST-TESTS are:

1. ARE ANY OF THE FROM-SIDE-TESTS TRUE

2. ARE ANY OF THE TO-SIDE-TESTS TRUE
where

FROM-SIDE-TESTS = (

1. THE M OF THE FROM-SIDE IS NOT-LESS-THAN THE C OF THE FROM-SIDE.
2. THE M OF THE FROM-SIDE EQUALS 0 )

and TO-SIDE-TESTS is similar, with TO-SIDE for FROM-SIDE. "TRUE" here is defined to be
a disjunction, namely of the two elements of the FROM- and TO-SIDE-TESTS. The GPSR
version of this has been given already, Figure D.8. Note that the negation of the negation
of disjunction is used, converting it to a nested conjunction. In the operator ditference
case, QDF and QDT for the two types of differences, the simple negation of the disjunction
is used, which is the two conjuncts in QOF,

SATISFIES2(NFM,M,M NEQ NFM) & SATISFIES3(NFM MNFCNFM-M 7.LESS NFC-C)
where M is the number of missionaries to be moved, C the number of cannibals, NFM the
number of missionaries on the from-side, and NFC the number of cannibals on the from-
side. Recall that for POST-TESTS in GPSR, the conditions are algebraically reversed
(Figure D.8). The only other feature in MC that hasn’t been illustrated for the other tasks
is the form of VAR-DOMAIN, which in GPS was

Y IS A CONSTRAINED-MEMBER OF THE 0,1,2-SET, THE CONSTRAINT IS XeV IS IN-THE-SET 1,2
and similarly for X. As a domain restriction, this is encoded in GPSR in the feasible
assignment generation P, QF2, as:

VAR DOMAIN(VARI VAL 3 & SATISFIESIVALINUMBERP VAL3)

& VAR DOMAIN(VARA VALA) & SATISFIES(VALANUMBERP VALS)

& SATISFIES2(VAR3VARA VARI LEXLT VARY)
& SATISFIESZ(VALI VALA VAL3:VALA %.GREAT 0) & SATISFIES2(VAL3,VALA VAL3.VALA 7.LESS 3)

where VAR3 and VAR4 are bound to operator variables (corresponding to X and Y above)
whose prospective values are bound to VAL3 and VAL4S; the two SATISFIES ensure
numeric domains for VAL3 and VAL4 (using data asserted by QI that defines the domains
as the sets {0, 1, 2)), the first SATISFIES2 ensures that VAR3 and VAR4 are distinct, and
the last two SATISFIES2's apply the sum constraint. Thus in this case the PS match has
examined all possible assignments and eliminated the unwanted ones by applying the
constraint (how GPS implemented this same function is unknown; there are of course
alternate ways to express it in Psnist).
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There are several points to be made about the above comparisons. The direct
encoding of the full variety of GPS tests as segments of LHSs of Ps was achieved within
the PS language. The level of expression of the PS version is similar to the GPS external
lariguage, except that the PS version requires the use of local match variables in addition
to the GPS operator variables. In several places the expressive power of Psnist was
useful in reversing the logical sense of tests and in algebraically transforming tests. The
PS expressions are procedural in the sense of being used as programs, yet retain the
declarative aspect of the GPS external language.
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E. Production-System-Related Features of GPSR

The work with GPSR has raised two categories of issues, those dealing with PS
aspects and those dealing with GPS itseif, PS issues deal with control and representation,
and the position of GPSR with respect to these can be expected to remain, independent of
variations in the GPS content of the program. The issues raised with respect to GPS
suggest a number of further experiments, but these are beyond the present scope, so that
they will simply be pointed out. This section considers PS issues, and the following
section, the GPS issues. The fina! section points out problems for further research,

In Section E.1, we discuss features of the implementation that are related to PSs
viewed as a programming language, namely implementation time, conciseness, control, and
efficiency. In Section 8.3, we have discussed the places in GPSR where PSs produce the
greatest impact on representation. The power inherent in the PS meatch is used to
advantage in making complex selections, in generating combinations of feasible
sssignments, and in accessing locations in objects. The flexibility of varying degrees of
procedural encoding of knowledge in PSs will be discussed in Section E2. The openness
of control, the high level of PSs as a language, and the advantages of the explicitness of
conditions and actions are supported by several aspects of GPSR. First, it was easy to
make several extensions to the basic GPSR program, in extending its applicability to the
three tasks. This will be discussed in detail in Section E3. Second, task specifications
were directly expressibie as Ps and Working Memory items. The interaction of these Ps
with the main program is minimal; there is the potential of having arbitrary PS programs
being driven by GPSR (or vice versa). The process of encoding knowledge in the task Ps -

is the subject of Section E4. Third, as experiments developed new knowledge of

requirements for the problem-solving executive, it was straightforward to add the new
knowledge and determine its interactions with other parts of the executive. This will be
discussed in Section E5. :

El. Low-level implementation features

Implementing GPSR took about 260 hours, and in addition about 60 were spent in
preparatory study. The programming time was split up roughly into 307 coding time and
707 debugging, which includes testing and making minor changes to the program. The
reading was spread over about 7 weeks and the programming, over 23, in the sense that
out of the total elapsed time of about a yesr, only about half ot the weeks showed
significant effort spent on GPSR.

Qualitatively, the GPSR program is fairly close to the abstract descriptions of GPS
presented in this chapter snd in the Ernst and Newell book (Section B.2 has a detailed
comparison). The language is high-level and concise. GPSR has 206 Ps and 10 auxiliary
(PSMacro) Lisp tfunctions, which are involved with printing the behavior trace and
converting objects between internal and external representations. The average number of
task Ps is 11. This can be compared 10 data for a direct ancestor to the GPS program that
GPSR imitstes, GPS-2-2 (Newell, 1963). The primary structure missing from GP$-2-2 is
the probiem-soiving executive (it also lacks a method language interpreter, but so does
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GPSR). GPS-2-2 has 250 IPL-V routines, averaging sround 20 words per routine. Since
IPL-V takes a line for each instruction, and each instruction takes an IPL-V word, this gives
an estimate for length of program listing at over 5000 lines, including data structures, but
not including an estimate of space taken by comments. This is over 4 times the size of
listing of GPSR, which is probably more densely coded. GPS-2-2 used 6.9 K words, sbout
a third the size ot GPSR, including the space used for a single task specitication. GPSR cen
aiso be compared to a current Lisp version of GPS, called Mini-GPSe. Mini-GPS differs
from GPSR in having only Form operators, in lacking object and gos! recognition processes,
and in being restricted (somewhat specislized) to performing a symbolic manipulation task
similar to the earlier GPS logic tasks. It has 66 Lisp functions and its program listing takes
about 616 lines. The program listing for GPSR takes about twice as many lines, and the
number of GPSR’s Ps is about double the number of Mini-GPS functions, making allowances
for Mini-GPS’s functional limitations. But since most Lisp functions (this is somewhat
speculative) test more than two conditions (i.e., alternatives in Lisp COND’s), it must be the
case that a P is expressing action at a higher level, since by this there is much more than
one condition-action pair in Lisp corresponding to a P. This must be taken only as a
preliminary line of thought, to be properly treated more fully in 8 context whers a more
satisfactory comparison can be made.

One feature that is very useful but that occasionally causes problems is the
“parasllelism” of P firings. This refers to the simultaneous firing of a P whose condition

matches in more than one way. All of the possibilities are used, and consequences are -

followed up in unpredictable order. This makes processing sets of similar items appear as
it the processing is happening to only one, as far as the static program is concerned. For
instance, the Match-Diff submethod is expressed as a set of Ps that test the various
special cases, but the control of where in a tree-structured object the match is located is
{eft open to the arbitrariness of the firing parallelism. As with asynchronous processes in
general, it is necessary to bring together (synchronize, or join) the various computational
strands; in PSs this is done by a single P that uses the results of such a process but
whose condition requires that no loose ends are lying around. This is necessary beceuse,

once control passes on, the loose ends get masked by new processing {pushed down in the

stack, :SMPX) and do not rise to the top until some later point.

This parallelism is used in several processes in GPSR. Feasible assignments are
generated by muitiple firings of single task Ps (actually one task P for each class of
desired assignment), and there is control, MAOR, to make sure all feasible assignments are
generated before a selection is made by MA0 (that control is used only in case of multiple
operators that give rise to more than one class of desired assignment). The Try-Apply
submethod processes sets of teasible assignments in parallel, with the final selector for
the result to which control is to pass, M45, acting as the synchronizer for the process.
The desirability seiection process constructs desirable assignments that may be sets of
values for a particular variable; it generates assignments for different components of a
ditference in arbitrary order; and it may be working on assignments for more than one
operator at once. M37, M37R, and M37S are the synchronizing Ps. The match also
operates in parallel, as explained above, and aiso in the sense that it can do two or more
matches at the same time. This is used in the MATCH:DIFF] variant, called by the object
filing process, in which several objects similar to an object may need to be matched, and in

©® Implemented by J. Roehrich for instructional use in the CMU Al course.
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which several objects may be being filed at once. The ordinary match is synchronized by
using the stack (:5MPX) to hold off proceeding untii all the match signals have been cleared
out of the stack, letting the TRANSF2 signal come to the top; see Ps M20 and M23. The
match used by the object filing is synchronized by FA2 and the Ps that follow it. In
general, Ps for grasure of data use muitiple firings to advantage, e.g., the F20’s, M37, and
MA44E. Finally, there are several places where complex gelections are broken up into
cascades of tests, with one P narrowing down a large set to a smaller set of candidates,
and with the second P narrowing that set down to a unique selection. This is used in the
Try-Old-Goals process (Ps E30-E32), in the selection of objects by the NEW:0BJ criterion
(E35-E37), and in matching spply goals with various desired assignments, in the goal-
recognition process (FaN-F82).

In most of the above examples, GPSR has extra mechanisms to synchronize scattered
parallelisms, even though in ordinary processing it is unused, because the parallel! firing
psths have remained locked together. In other words, GPSR is written to produce the
same behavior whether or not there is this paralielism, for the reason of making the code
general enough to handle sets where ordinarify there are only single elements. Speaking
abstractly two varieties of mechanism are used for this: first, using :SMPX to order the
examination of two signals, where the first initiates processing and the second does the
right thing atterwards - the second signal being held in the stack until the desired process
has exhausted itself, at which point it becomes the most recent unexamined event,
resulting in firing 8 P that renames outputs and initiates a process that uses those outputs;
second, having the final Ps of a process test for any unused control signals for
intermediate steps in the process, and if any are around, re-assert them so they become
more active and precede anything done by the succeeding process, which uses the newly-
developed results. Those places in GPSR where it was unnecessary to use such
mechanisms because the paraliel firings were guaranteed to stay together would hsve to
be modifisd in one of those two ways, if that assumption wers relaxed, and this would be
only a minor inconvenience (no other known PS architecture has the featurs). But if the
program’s static form required slight modifications, its dynamic performance would suffer
more since the existing synchronizing mechanisms would actually be brought into use in
most cases. All in all, parsimony favors retaining the muitiple-firing featurs, since thers is
no evidence that its negative aspect, too much action, is uncontroliable.

In addition to the control topics just discussed (nemely, iteration over sets,
synchronization of paralielisms, selection, combinatorial generation, and the match’s scatter
order), there are some Other aspects, touched on elsewhere in this chapter, that can be
summarized here. The executive’s control context is maintained by s small number of data
instances, telling it the status of the current goal and how to proceed if the goal should
succeed or fail. Generally, local memory instances tell processes at all levels which
subpearts of processes (subsets of Ps) are responsible for the next decisions in the normal
control flow. Either s process subpart knows or determines what is to come next, and
asserts the appropriste data, or it simply asserts its output and the dirsction of control
flow is determined by other instances that were stacked up (:SMPX) when the subpart was
evohked. That is, control simply falls back to pending things to be done. The variant of the
Match-Diff submethod that produces only 8 single difference is controlled (terminated) by
having its control signals erased when enough of its output has been received. The
oversl! organization of GPSR into executive ¢ methods + processes + task-depsndent
operators is a conventional hierarchical organization, but achieved with en unstructured
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sot of Ps. The knowledge in the Ps, however, is rather modulsr, in the sense thet Ps
group naturally into sets according to the kinds of knowledge they represent. Ps in »
module share much more with each other in terms of processing sssumptions and dste
instances than Ps in separate modules do (see Section ES). Perhaps we have traded
modulsrity of knowledge for elaborate control structures.

GPSR is comfortably within an order of magnitude of ronomblo run-time efficigncy,
either for human or computer. it solves the tasks exhibited in run times ranging from two
minutes to about 45 minutes. This represents a range of 12 seconds per goal to sboist 40.
By this seconds-per-goal figure alone, GPSR is about 3 to 10 times slower then GPS is
estimated to be on the same computer (using Ernst and Newell’s data, 17 seconds per goal
on a 7090), and about 20 times siower than the Mini-GPS program. Most of the reason for
this range is the increasing inefficiency in accessing Working Memory items as the number
of items gets larger (for instance, afl objects’ representations are kept in Working
Memory); this feature is tolerable at present because of the experimental first-
approximation nature of Psnist.e Times for the aversge Working Memory action range
from 95 to 185 milliseconds, and for P firings from 335 to 605 milliseconds. The GPSR
program uses 23.1 K 36-bit words (using the LISP encoding), snd the tesk Ps use amounts
from 3K (for MK) to 5.1 K (for MC). On the average this is about 10 K per 100 Ps. For
Working Memory during the problem runs, from 6 K to about 20 K words are used. The
only comparable figures available for GPS are that program and data used 20 K IPL
symbolic locations, which would probably correspond to 20 K words on the computer used
for GPSR. Mini-GPS's size is about 45 K. The only impact of the low run-time efficiency
on implementation time was that only one or two test runs could be made per day. This
was offset in part by being able to debug GPSR using only the printed trace and the trace
of P firings; that is, debugging interactively was necessary only in the initial stages. The
time inefficiency is actually only barely tolerable; that is, if it were somewhat worse,
accomplishing anything would become almost impossible. Current expectations are that
significant improvement is possible through radical changes in the implementation of Psnist.

E2. TIr f ween Working Memor Pr ion r

In PSs In general, there are two ways of storing data: as items in the Working
Memory (WM) or as data in RHSs of Ps (Production Memory, or PM) that can be evoked
when needed. In psychological modelling, there is usually some theoretical constraint on
which memory can (must) be used, usually determined by fimits on WM capacity or WM
item lifetime. But for Al purposes, and in particulsr for GPSR, the only strong
consideration is programming convenience and efficiency. Nevertheless, for illustrative
purposes PM is used for storing longer-term data in one instance, and it is possible on the
basis of the experiments already completed to suggest other places in the program where
this might be advantageous. The advantage of using PM is to reduce the size of WM,
making matching more efficient by reducing combinatorial explosion, and removing data
from the focus of attention so it doesn’t interfere. There is a certain cost involved,
though, in storing into and retrieving from PM. It is assumed that adding to the number of
Ps does not increase the cost of finding a P that matches, since such Ps are usually keyed
to signals that don't get used in the rest of the program.

® See Section G2 for s discussion of improvements within the bounds of the PS
langusge.
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The illustrative use of PM is to store the components of loc-progs. These are used

- only occasionally, and their number for a task may get large (it is tesk-dependent). The

desirability selection nrocess uses them, s0 when it nesds to have them, it emits a signel
and the sppropriate P responds by asserting the components. The components sre then
deleted on use. The component P is built at the same time as are the loc-prog recognition
and application Ps, in the filing process.

A related potential use of this mechanism is in storing move-operstor components,
which are used in a way similar to loc-prog components. The revisions required to the
desirability selection process (Section D.3) could use the PM to adventage, since erasing
the components after use wouid then be possibie, and their absence could be used as sn
indication that the process of constructing a desirable assignment was successful. Using
their absence is somewhat less clumsy than using some new positive data items to signify
that fact. This particular trade-off has emerged from experiments as useful, and thus is
recommended, but in general such considerations are not easily foresesable. Making this
conversion is not anticipated to be difficult; one option is to simply force the task
specification to bring about the switch, but the necessary Ps could also be built internally
from presently-given data.

We have seen above, Section B3, that there was a rich varisty of decisions along
this dimension for the canonization and recognition processes. For instance, the table of
connections is expressed presently as an object in the WM, but could be expressed, in
circumstances demanding more complex choices, as Ps. Another instance of a similar usage
is expressing described objects as Ps in the MK task. There the maich to an object is
specified as a procedure that recognizes differences. We will discuss possible furthor
modifications relating to this issue in Section G.2.

E3. The ease of extending GPSR

A set of modifications were made to GPSR as the implementation developed. The
ease with which this was done will illustrate the usefulness of GPSR for performing further
GPS experiments. This subsection discusses the assignment ordering heuristic used for
MC, the generalization of the transform method to allow it to be retried, the addition of the
NEW:OBJ criterion for MC, the use of described objects, and ths modification to the
MATCH:DIFF submethod to produce a single difference rather than all differences and to
pertorm more than one match at a time.

The agsignment ordering heuristic in MC consists of preferring to have two people
in the boat when moving it from left to rigth, and preferring only one in the boat on the
return trip. To do this, two Ps, QF3 and QF4, were added to evaluste generated feasible
assignments, and a change was made to M40 in the Try-Apply submethod to be sensitive
to the evaluation. The two QF Ps were necessary because of the two differsnt
evaluations, one for left-right moves and the other for right-left moves. The change to
M40 consisted of a nested sequence of conjuncts to cause selection to be based on the
numerical value produced by the evaluation. It was necessary also to add an argument to
the new-feasible-assignment signal (HASNEWFEAS), for the value (this attected about a
dozen places in the program, but only the M40 location was sensitive to the addition). The
two QF Ps are interposed bstween the generation of feasible assignments and their use
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for testing spplicability of an operator by renaming the output item (HASNEWFEAS) from
the generators to serve as an input (HASNEWFEAS:ORD) to QF3 and QF4; these then had as
their output the previous generator output item. To dissliow the option, it is only
‘necessary to change the name of the generators’ outputs back to HASNEWFEAS. For tasks
that have no assignment evaluation, the value argument is simply given as 0, amounting to
e dummy placehoider.

The RETRY:TRANS option allows the Transform method to be retried by enabling it
in the executive and by saving alternatives as they are generated. Ordinarily the
executive stops backing up when it hits a transform goal, and evokes the Try-Old-Goals
process; by adding an extra condition in E24 to test whether the option is on, and by
adding E25 and E26 to apply the option and to fail on exhaustion of alternatives, tfw
executive’s action in this case was modified. The Transtorm method itself had to be
modified to save alternative differences (from MATCH:DIFF) instead of erasing them, M24S
does this; only differences whose difficulty is equal to that of the hardest difference are
saved (as HASALT:DIFFR instances). (The Transform method makes an arbitrary choice
from the set of equally-difficult differences.) The option is turned on by inserting the
RETRY:TRANS signal at the beginning of a test run, manually.

The New-Obi option is implemented as a side case to the Try-Old-Goals selection. It
selects an object that has not been the subject of a transform gosl, creates a goal for that,
and proceeds. There is a test for the option in E30 (the option is enabled by the
SELECT:NEW:0BJ signal, inserted manually), and E35, E36, and E37 carry out the associated
selection, goal construction, and cleanup operations. When no objects ars available, Try-
Old-Goals is done, by defauit.

Extending the Transform method to allow described obiects as desired objects
requires only one change in GPSR itself, and the addition of the requisite tests as part of
task Ps (see the MK t.:k P QK). M25 in the Transform method is necessary in order to
detect a successful goal by noting that no differences are produced by MATCH:DIFF.
Ordinarily this test is unnecessary because success can be detected by identical
(canonized) object names. The described-object tests themseives respond to the
MATCH:DIFF signal and produce output similar to that produced by the MATCH:DIFF
submethod. The MATCH:DIFF submethod cannot do anything because a described object
doesn’t have any nodes for it to even get started with. The option is enabled simply by
ssserting ISDESCRIBED:0BJ for the desired object of the top goal (e.g., in QI of MK).

For use by the object-filing (canonizing) process, the MATCH:DIFF submethod needs
only to produce a single difference, to distinguish two objects in the object network. The
MATCH:DIF1 signal is set by the filing Ps, and the MATCH:DIFF submethod is evoked. That
submethod works as it normally does, except at the final output stage, where there is a
split according to whether MATCH:DIF1 is on. The split (an extra condition in K9) prevents
the firing of K9, and K11 is used instead; K11 is the only added P for this change. Since
the MATCH:DIFF submethod works in "paraliel”, usually not all of its results are produced
at once; this can be used to advantage here because only one result is needed. The
superfluous processing is prevented by erasing any remaining MATCH:DIFF data (Ps F21
through F28 do this). The added requirement that the MATCH:DIFF submethod be able to
do two matches at the same time is achieved by adding two object arguments to
MATCH:DIFF; this allows results from separate matches to be distinguished where
previously they would not have been.
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In summery, esch of the five modifications discussed above wes achieved very
concisely, requiring st most the addition of three Ps and the modification of one existing P
to allow a new branch in the execution path,

.. E4. Mapping the GPS external representation onto the task Ps

In Section D.6, we have presented » comparison of features of the GPS external task
° language and GPSR task Ps. That can be summarized as follows. The mixed declerstive-
procedural aspect of PSs is used to fullest advantage when tests, moves, expressions, and
variable constraints are expressed directly in task Ps. It is used less directly in the
encodings of the DIFF:ORDER and TABLE:CONN objects: they are passive data structures,
but they are accessed by task-specific loc-prog Ps that are built as required by GPSR.
This passive encoding is only an expedient here, since nothing prohibits their being
encoded as more general Ps that respond on request with the desired information. In 2
couple of cases it is necessary to represent things dually, once in Ps and once as Working
Memory instances. This is due to the requirements of the desirability selection process: it
must have information about specific operator effects (move-operator components) and
about variable domains. An interesting idea developed in Section E.2 is that the
information in Working Memory is more properly thought of as coming from the RHSs of Ps
that are evoked when it’s needed. Thus the duality of knowledge representation becomes
that it is encoded in LHSs and RHSs of Ps. Ideally, ot course, all of this would be
supporied by having a set of Ps to translate from an external language to the form usable
by GPSR. My justification for not carrying this out is that such a sophisticated translation
was not part of GPS either: its external language was artificial, and even though, perhaps,
it wasn't as far away from natural language as the PS representation, the translation
problems sre similar.

ES. Ihe knowledge encoded in the GPSR executive

The approsch to problem-solving that is embodied in GPS is to set up an executive
whose expertise is evaluating progress and allocating effort among a set of methods for
achieving various kinds of goals, The methods in turn produce resuits by making use of
only task-specitic knowledge. Thus there is a natural modularization of bodies of
knowledge along the lines of this division into executive and methods and task-specific
knowledge. In GPSR, the components of each body of knowledge are implemented as Ps,
and each body is modular in that contact between bodies is rare compared to interactions
within each. In this subsection we will consider briefly the nature of the bodies of
knowledge, and then focus on how the knowledge in a part of the executive gets
represented as Ps,

The body of knowledge in the executive deals with difficulty of goals and with goal-
subgoal and antecedent-goal structure. It decides when to evoke a method to achieve a
particular goal and it knows how to use the results of a method evocation to make further
progress towards solution of the problem. The methods embody a set of generat
techniques that are applicable to a variety of specific tasks. The methods perform
matching, evaluate differences resuiting from the matching, select task operators according
to sppropriateness, keep track of alternative operators to try, and intertace to the task

ES
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operators, specifying how the operstors are to be applied and interpreting the results of
application attempts. The knowledge that allows a specific task to be done deals with
applying operators, extracting operator differences, generating feasible assignments, and
initislizing the task.

The exscutive is divided into seversl pieces: one svaluates new goals, one handles
the success of goals, one handles failure, one checks for retrysbls supergosis and
antecedents, and one selects old goasls for retrying (the Try-Old-Gosls process). We will
focus on the evaluation piece, which is Ps E1-E8, corresponding to APs EOb, EOc, and EOd
in Figure C.2. Figure E.1 gives slightly abstract Ps for E1-E8.

El: eval-goal & not repeated & not too-difficult ~> select-method;
E2: eval-goal & too-difficult & not repeated & isreduce-goal
=> print("No Progress") & check-retry{supergoal);
E2R: eval-goal & too-difficult & repeated & isreduce-goal
=-> print("Repeated”) & try-old-goals & disallow-retry;
E3: eval-goal & too-difficult & hasantecedent-goal
->print("No Progress") & fail & methods-exhausted(antecedent-goal);
E4: eval-goal & too-difficult & not hasantecedent-goal & isreduce-goal(supergoal)
=>print("No Progress") & fail & methods-exhausted(supergoal);
E8: eval-goal & repeated & not too-ditficult
<> print("Repeated™) & try-old-goals & disallow-retry;

Figure E.1 Slightly abstract Ps for goal evaluation

Rather than take the Ps themselves as primitive units of knowledge, it is useful to
state the knowledge more declarativelye. The following statement of the subset of the

knowledge in the executive that is used in E1-E8 is intended to correspond to a more

naturasl and immediate statement of knowledge contained in the bodies of knowledge
sketched above, and to correspond to the form in which knowledge is first verbally
formuisted when something new arises as the result of experiments with GPSR,
N1 a. Goal evaluation is the last thing that is done to a new goasl before
the executive selects a goal for further problem-solving effort;
b. in the executive's selection, a new goal is preferred to old ones;
c. a goal is evaluated as too difficuit if it is more difficuit than either.
its antecedent or supergoal.
Used in: E1-ES; the "eval-goal” signal is implicitly a2 new "eval-goal™
how the evaluation is defined is used wherever "too-difficult™ occurs.
N2 It a goal is selected for further effort, a method should be selected
to work on it.
Used in: E1 (E22, E31).
N3 A goal that is a repetition of a previous one should be abandoned
permanently.
Used in: E2R, E8.
Interacts in: E}, E2.

® The approach here was first presented in Rychener, 1975.
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NA A reduce goal that is too ditficult may be retried later, if no other
- reasons prohibit that retry; it should not fail, and its supergosl
should be checked for the possibility of retrying.

Used in: E2.

Comment: the part sbout retrying the supergoal is probably wrong,
from a GPS standpoint (it does describe GPSR's action); but this case
does need to be distinguished from the ones below.

NS When a repeated gosl is abandoned, the Try-Old-Gosls process
should be evoked, if no other action is prescribed.

Used in: E2R, E8.

N6 A goal that is too difficult fails.

Used in: E3, E4. (Note that this overrides NS, since it is unqualified.)

N7 When a goal is too difficult, and when it has an antecedent or when it
has a reduce supergoal, the antecedent or reduce supergos! should
not be retried because any further tries would also be too difficult,
Used in: E3, E4.

N8 A reduce goal is derived as a subgoal of a transform goal or of an
spply goal; it can never have an antecedent.

Used in: E3, E4; to remove the need for "not isreduce-goas!”. (This
makes NG and N7 mutually exclusive.)
Comment: Similar defining statements could be made for other goal
types, but they aren’t used in E1-E8.

Figure E.2 gives a picture of the mapping of knowledge statements to E Ps.

el N2
2 N4
N E3\ {N6, N7, N8}
€a/
2R\ {N3, N5}
8/

Figure £2 The mapping between N's and E's

Several featurcs are noteworthy. In El we see a typical effect of an interaction of
three pieces of knowledge, N2, N3, and N6. E1 would start out as "eval-goal -> select-
method”, based on N2; N3 and N6 each add a condition, to result in the El displayed.
Similar interaction occurs in E2-E8 between how to handle goals that are repeated vs. how
to treat the case where a goal is too difficult (non-progressive), both of which can be true
of & new goal. The knowledge about how to treat goals that do not make progress (are
more difficult than their supergoal or antecedent) arose out of experiments. For instance,
N7 becomes necessary when one nolices a goal that is retried several times, sprouting
subgoals that are in each case too difficuit. This knowledge takes advantage of the fact
that subgoals are generated in order of non-decreasing difficuity. N4 also arose out of
experimental need, as was discussed in connection with the MC task, Section D.5. Note
that E2R, E£3, and £4 do not exhaust all the cases of goals that a priori might be possible if
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assigning difficulties is not taken into account. It was found by experience, however, that
those three Ps do suffice, as a resuit of the way difficulties are assigned.

Knowing the history of how the executive developed from experiments and knowing
by analysis the form of knowledge interactions in executive Ps leads us to conclude that
. further knowledge can be encoded in the same way as the examples above. That is, new
knowledge will primarily result in new Ps, but is also likely to have interactions with
existing knowledge, resulting in conditions sdded to existing Ps. This view is supported by
the ways in which some extensions were made to GPSR, as we have seen in Section E3.
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F. GPS features of GPSR

F.1. r PS that can be incorporated into other problem

The organizational structure of GPS has been preserved in GPSR, and it is
sufficiently useful to warrant emphasis here. The organization is based on the idea of an
executive wandering around a goal-subgoal network structure, providing inputs to
methods, evaluating results of methods, maintaining progress, and aliocating effort (see
Newell, 1962, for further discussion of this, and of alternatives to and history of this
approach). This cleanly partitions expertise on various aspects of problem solving: the
executive knows about goal tree structure, progress, and, at a general levei, about specific
methods; the methods are the repository of specific techniques, but they are interfaced to
the executive in uniform fashion, they don't communicate with each other except through
the executive, and they carry out relatively small and manageable pieces of the task
(relative to everything required for a solution). This structure could presumably be
expanded by adding new problem-solving methods, and the expansion would be supported
by the existing structure. For GPSR, adding a method would require mainly extending the
method-selection network, and the method would have to adopt or augment existing
communication conventions; if new goal types were required, the goal-recognition and
goal-sequencing processes in the executive would be affected.

Another attractive aspect of GPSR with respect to GPS mechanisms is the possibility
that the task Ps can become arbitrary programs. In the examples done by GPSR, the
program nature of the task information was only moderately exploited, but the general
loose interface between the GPSR Ps and the task Ps might be used to advantage for more
demanding tasks, or for tasks that deal with a much richer environment. As the task Ps
grow, GPSR might become a minor, but important, subsegment of the overall problem-
solving process.

In Section G.2 we will discuss some possible ways in which GPSR might lose its
generality on a specific task, as it develops specialized Ps for performing soms of its basic
processes. This will include, for instance, building specialized Ps to recognize differences
between objects and recognizing situations similar to previous ones where a successful
sequence of operators might be directly applicable, thus formulsting a plan spanning
several goals. Even with such specialization, the executive-method organization would be
retained as the indispensable goal-seeking and progress-maintaining core.

F.2. Problems with GPS from an implementation viewpoint

It was necessary in implementing GPSR to make interpolations at various places
between what is described by Ernst and Newell and what is necessary to have a working
program. This subsection will briefly discuss some of the problems encountered. In
comparison to most Al programs, GPS was described in extensive detail, although it was
also sufficiently complex to warrant that detail. Perhaps the parts of it that were
unspecified relative to the PS implementation indicate as much about the level of the PS
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language or about the PS organization of the GPS processes as they indicate about minor
defects in the original description. That is, the small number of additional details that were
essential to implementing GPS as a PS indicates the smail gap between detailed informal
description and a PS implamentation. Some of the foilowing however are cisarly
independent of implementation language. :

Some details of lower-level processes were insufficient. One of the hardest to
implement was the desirability selection process, by which desired (partial) assignments
for operator applications are constructed. Connecting difterences found by the GPSR
match with specific operator information was difficult because it required decisions as to
how much task information could be used without losing the generality of the process.
The general solution sketched in Section D.3 ‘was arrived at after experience with the
requirements for several varied tasks.

Ernst and Newell didn’t give enough details on the difference evaluation and on the
scheme by which difficulties were assigned to goals as a resuit of that evaluation. It is
evident from detailed study of GPS traces (in Ernst and Newell) that certain types of
differences were ordered before others. For instance, in TH, reducing an UNDEF to a YES
at some location is always preferred to reducing a YES to an UNDEF at another equalily
difficult (by DIFF:ORDER) location. This is probably most sensible, but it is an assumption
about the problem-solving process that was not discussed. GPSR evaluates differences by
assigning a numeric difficulty value according to heuristics discussed near the end of
Section C.2. This value is then used as a difficulty value for goals. Such precision might
have hidden dangers in general because difficulties are used to reject (sometimes only
temporarily) goals from consideration, so that making too fine a distinction between
differences could be putting too much precision at a place where some margin ot error is
appropriate (see, for instance, Section D.5). At present, however, it is not a serious
problem for GPSR,

The executive in GPS was described in considerable detail, except that for the
purposes of GPSR, the wrong details were described, and some essential details were
omitted or fragmented in several locations. Part of the difficulty is that certain GPSR
exscutive mechanisms were formulated in GPS as methods, for instance, Antecedent-Goal
method and Try-Old-Goals method. The GPS description had too much implementation
detail (in particular, dealing with the interpreter for the method language, which is
unnecessary in GPSR due to the expressive power of the Ps themselves); that is, the
implementation detail was too tine and went into issues that were irrelevant to the GPSR
implementation. The GPS description lacked detail on how the executive managed
successes and failures of goals (what was said for the executive contradicted what was
said tor the antecedent goal method, so there must have been some further essential
mechanisms), on how it managed to maintain a multiple-supergoal structure (which it said
arose as the result of repeated goals), and on the use ot goal difficuities to evaluate
progress. Unfortunately, the traces of GPS’s behavior suppressed these executive aspects
completely.

Some of the mechanisms in GPS were not adequately justified, so for the GPSR
impiementation there was a tendency to remove things that looked unnecessary.
Subsequent experiments, however, proved their necessity, and important facts about GPS
were brought out, but it would have heiped to have had a priori reasons. In many
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respects, this chapter suffers from similar defects, but its scope is too narrow to be
adequate in that respect. It is hoped that further GPS research might be oriented to
tuller justitication (see Section G.1). For instance, from simply considering GPS behavior
traces, it is not evident that it is necessary to recognize repetitions ot all three fypes of
goals. One can plausibly reason that since reduce goals are derived from transform and
apply goals, any repeated reduce goals would have to be derived from repeated goals, so
that it is pointless to recognize reduce goals. This turns out in practice to be false:
different goal contexts can in fact give rise to the same goals.@ Further, one might reason
that epply goals need not be recognized, in a similar way, but it turns out that it is
possible to get into infinite loops of apply goals that don't include repested transform
goals; this occurs in unlikely-appearing sequences where apply goals are being retried.

One other unjustified mechanism in GPS is the Transtorm-Set method, which
(seemingly arbitrarily) picks an object that has not previously been used as the subject of
a transtorm goal, and constructs such a transform goal (this is the New-Obj criterion
described above, near the beginning of Section C.2; the method in GPS has become part of
the executive in GPSR). This method is "justified” by explaining that it works properly,
since transforming an object derived from the initial object to get to the desired object is
logically equivalent to the original problem. But it is not justified in the sense that, as we
have seen in discussing the MC task (Section D.5), this method is essential to the success
of GPS on that task: the rest ot the methods without the Transform-Set method are
insutticient to find a solution (thus, incomplete). This justitication is important because the
method seems quite irrelevant to means-ends analysis, since it amounts to arbitrary,
undirected search, and since it doesn’t use any means-ends principles. We will ses below
that it might be possible to improve the selection using means-ends mechanisms elready in
GPSR.

® Whether in this case they really are repeated is still a question, since they are repested
to attain different goals. This is especially critical if the repeated goal happens to be one
that is easily attainable, as evidenced by previous success. Perhaps this is closely related
to the multiple supergoal mechanism, since the success of a goal with many supergoals
implies the success of ali of them, even if they are not all known when the success occurs.
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G. Topics for Further Research

G1. GPS research topics

) ' This subsection brings up topics related to developing GPSR, in four groups. The
first group deals with problems with the theory of means-ends analysis and outiines the
aspects of the problem-soiving executive that might be subjected to variation in order to
explore the spsce of GPS-like programs. The second group addresses possible
augmentations '~ the basic set of techniques, in order to improve GPS within the means-
ends framework. The third group considers changes in the way GPSR uses its basic
techniques that might improve its performance. The fourth group consists of issues
related to expanding the area of successful application of GPSR techniques. These topics
are discussed here because implementing GPSR has raised new issues and has caused old
issues to be addressed from a ditferent viewpoint. GPSR is considered useful for further
GPS research because of properties inherent in the use of PSs, which will be discussed in
the next subsection.

The first group of topics addresses the theory of means-ends analysis. We have
already discussed the apparent incompleteness of the basic means-ends analysis methods.
We will discuss in the next paragraph some of the design decisions in the executive and
methods of GPSR that might be varied to try to find a version with compieteness.
Regardiess of whether completeness can be obtained experimentally, it would be useful to

. develop proofs of completeness or incompleteness and of task domain coverage: can the
class of tasks be characterized abstractly, and can it be proven that GPS can solve that
class (or a subclass of it). One minor aspect of GPS’s search is that it seems to be asided
by fortuitous orderings (of operators, of table of connections, etc.; we must ask what the
ordering assumptions are and how they affect GPS's behavior. We must aiso examine
ways of making the ordering more under the control of the means-ends heuristics (this is
discussed further below).

A number of design decisions were made in the executive of GPSR. These might be
varied in an sttempt to improve the performance of GPSR or as an exploration of the
design itself. GPSR retries old goals (Try-Old-Goals) when a goal is repsated (GPS was
unclear on just what happened in this case); an alternative would be to retry the
supergosl of the repeated goal. Retrying goals is propagated up the supergoal heirarchy,
except through goals that have failed (in that case, Try-Old-Goals is done), until a
transform goal is reached; perhaps Try-Old-Goals should be used sooner in this situation.
GPSR does not retry transform goals, but evokes Try-0Old-Goals; an alternative would be to -
go further up the supergoal hierarchy. GPSR is not opposed to retrying goals that were
previously abandoned bacause they were more difficult than their supergoals; in fact this
seems critical in at least one example (but the example was not tried without it); this may
be due to too much precision in the difficulty scheme. GPSR does not have any multiple-
supergoal mechanism; it is not clear how (or why) it was done in GPS, and no behavior
trace exhibits its use. Since carrying over desired assignments led to completeness
problems in GPSR, this should be investigated; GPS evidently had the same feature (in the
MC and FS tasks) but it is not clear whether the impact was substantisl, perhaps due to
accidental orderings (GPSR and GPS do not exhibit exactly the same search behavior).
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GPSR never retries apply goals as a resuit of Try-Old-Goals, even though doing so would
result in new paths being tried (no examples exist that would seem to result in paths that
would be real progress). The New-0Obj selection in the executive selects the oldest object
that fits the criterion, where some other order might be better, for instance the newest
object, or the object closest to the goal. GPSR does things precisely in seversl places
where perhaps more looseness would be appropriate: differences are evaluated precisely,
difficulties are assigned using the difference evaluation, and desired assignments are made
as precisely as possible, especially in MC where precise numerical values can be used.
Goals in GPSR that have identical attributes are taken to be repeated, even when the
surrounding goal-tree context is different and when the new goal has succeeded in the
past attempt; in some examples it is clear that this might be inappropriate, and that some
way of taking context and multiple supergoals into consideration is needed. Finally, the
GPSR executive has parts that were separate methods in GPS. Revising this decision might
be necessary if GPSR were to be applied to tasks beyond those done by GPS, but even
then, the position taken by GPS might not be correct either, especially given some of the
considerations above relating to alternative executive organizations.

The second group of topics addresses improvements of the basic elements that
means-ends analysis has to work with. Some of these are raised also by Ernst and Newell,
GPSR needs better differences, some of which were available in past versions of GPS, such
as "size of object too large” or "this expression contains spurious C's". GPSR could
perhiaps record and make use of its history to extract, for instance, shortcuts that have
been accidentally developed to attain previous goals. This is closely related to planning,
one variety of which is to abstract move sequences from past behavior and generglize

them to apply to other situations. The TH task is one example: the process of moving the

two smallest disks is used several times in the solution of the four-disk problem. A second
variety of planning in GPS has been demonstrated to be important, especially in the logic
task (see Newell and Simon, 1972). This planning involves working with abstracted objects
and operators, where some features are suppressed, so that such techniques might allow
GPS to work with, for instance, a partially specified, vaguely described desired object.

GPS's behavior on certain graph-searching tasks (BK, WJ), where means-ends
analysis provides almost no direction to the search, might be improved by adding more
methods. GPS has difficulties with problems involving large objects (e.g, a chess board)
and it has no satisfactory approach to handling data types such as sets with duplication,
unordered sets, arrays, and 50 on. Some recent Al languages (the Planner-like languages,
see Bobrow and Raphael, 1973) have in tact remedied some of GPS’s problems with large
objects and with diverse data types. We will discuss later in this subsection some ways in
which GPS might develop into something like a problem-soiving language.

The third group of topics addresses how GPS might be improved by making better
use of techniques it already has. It might use its ditference evaluation process to give
each new object a distance-from-desired-object evaluation, thus perhaps aliowing its
search to be more directed by working first with objects that are closer to the desired
one. This might, for instance, be used to adjust the difficuity of a goal, which at present
uses the hardest difference as opposed to some measure based on all of the differences.
This might relate to making GPS search look like Nilsson’s As algorithm (Nilsson, 1971).
Also, as we have mentioned above (Section C.2), it might be possible to improve the
object-filing process by making use of DIFF:ORDER to determine which attributes of
objects are most likely to change and thus provide better discriminations.
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_The fourth group of topics deals with how to expand the area of application of GPS
techniques. One way is to deveiop a process that takes natural fanguage input, requiring
GPS to build its own representation, table of connections, and difference ordering. One
approach to this is put forth by Hayes and Simon (1973), although they do not cerry the
actual ‘solution to completion, and they assume a more sophisticated GPS than really exists.
Simon and Lea (1973) discuss the problem of how it is necessary to alternate between
using problem-solving methods and processing the natural language input to get more
information that might be useful, when the problem-solving process gets bogged down.

GPSR does not implement the GPS methods relating to form operators. These would
require changes as follows. The match would need to be revised to work properly with
unordered schemas. As it is, it assumes that there is only one way that sub-objects cen
be placed in correspondence, where, say, for algebraic expressions, several ways might
have to be tried to find the best match, due to commutativity. The match would need
immediate operators, such as assigning variables. The application of immediate operators
creates variants on objects, which seems to affect object canonization in a way not
presently accounted for. In general, objects would be less rigid in form, so that object-
related processes would have to be generalized (loc-progs, canonization, table of
connections, and difference ordering). Subgoals in problems with form operators would
have to deal with subobjects, so that exira conventions to handis that would be required,
e.g. in goal representation and in the executive. There are fundamental differences
between form operators and move operators, so that basic processes like desirabitity
selection would have to be altered. None of these changes requires masjor structural
changes, except perhaps to the MATCH:DIFF submethod and to object canonization, so that
the basic GPSR program structure would be sutficient.

- Several processes in GPSR assume that generated sets are small enough that they
can be generated in toto and processed, as opposed to generating single elements or small
subsets and processing them before continuing the generation. GPS had two kinds of
generators, Generate-and-Test for large sets and Select-Best-Members for small ones. In
GPSR so far, no need for the large-set technique has been necessary, but other
applications might require it. In particular, GPSR must generate feasible variable
assignments for move operators, and it does so simply by cumpuling the full set of
combinations of variables and values. This has an effect or the Try-Apply submethod,
which tries to apply all of the operator specifications reculting from those assignments,
and then chooses the best for continyation (it can suspend the application testing if an
operator applies successfully, but the remsining alternatives are still saved for future
possible retrying). Whether generators need to be more conservative is task-dependent,
and GPSR would need to be able to decide between the alternatives.

Finally, in exploring other tasks, it might be useful to open up the basic problem-
solving processes in GPSR for task-specific adjustment. GPSR could develop into a
probiem-solving language, in the form of a powertul interactive maniputative system. This
would not be dissimilar to the incremental simulation technique used by Woods and
Makhoul (19748), in which a human user interacts with a program by filling in indefinite or
unformalized sections of program action, gradually converting that action to actual
program. This is feasible in the form of working with the actual Ps, whose flexibility is
evident from Section £.3, where we discussed how readily the executive and methods were
oxtended; from Section E4, where we dealt with encoding task specifications; and from
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Section E5, where we dealt with encoding executive knowledge. The kinds of “sdvice”
that would certainly improve GPSR's power in specific task domains are: planning ss
discussed above, of both types; improving the selectivity of the table of connections and
of the desirability selection process; developing probiem-specific differences and
difference orderings; intervening at points where arbitrary selections are made; and
adding new methods and expanding the method-selection network,

G.2. Production system research topics

PS resea’ch issues that are relevant to developing GPSR fall into four broad
categories: efficiency, difficulties with implementation, design criteria for orientation to
simulation of human problem solving, and expansion to more demanding task domains.

There are two ways to attack GPSR’s inefficiency problems (Section E.1) at the
external PS level (as opposed to changing the PS interpreter): reducing the number of P
firings; and reducing the size of Working Memory, thereby making the match process
faster by reducing the time to access memory elements. We will consider the verious
aspects of these two topics in the order of decreasing expected payotf. The primary
approach to reducing the number of P firings is to find ways fo collapse sequences of
related firings into a single firing. In GPSR, this can be done by changing the mode of
operation from "interpretive”, where general Ps manipulate task information in the Working
Memory, to “compiled”, using Ps that are built to achieve the same effect but that are
task-specific. The primary approach to reducing the size of Working Memory, which ranks
second in terms of expected efficiency payoff, is to store much of the information in Ps
when it is not needed for immediate processing, and to evoke the information from the Ps
sgain when the need for it is recognized. An observed attribute of the P firing behavior is
that a significant number of firings deal exclusively with erasure of items from Working
Meomory. As the third etficiency topic, thus, we will examine the possibilities for making
erasure easier. Finally we consider the possibility of mixing Lisp code with the PS code to
achieve efficiency in selected processes. These four efficiency topics will be discussed in
order in the following paragraphs.

From the summary figures given at the end of the control flow trace (Appendix E)
the F Ps, the M Ps, the K Ps, and the X Ps account for 607 to 70% of the P firings in GPSR.
Since the M Ps are problem-soiving methods, a high proportion there is inevitable, but the
F's (filing), KCs (matching), and X's (building external representations) should be less
prominent if possible. Fortunately, the PS representations are amenable to collapsing
sequences of related P firings, especially in the case of Ps that are interpreting task-

specific structures. As we have seen in the PS representation of loc-progs, in contrast to -

the way the GPSR match works, it is possible to obtain a ot of action in a single P firing
that is adapted to the task structure. So the basic idea in what is proposed now is to take
further advantage of the fixed format and close similarity of task-specific objects. We
should be able to do this wherever an interpretive node-by-node search of objects is
done, or where components of a parameterized abstraction of node paths are examined
singly.

An easy way to find pointers to places where some P-firing collapsing may be
possible is the control flow trace, Appendix E. In that trace, P firings sre grouped into
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modules according to P initials, and the size of esch group is given. Using these modules
in this way assumes that they represent modularity of knowledge, and that colispsing
firings across module boundaries is more difficult and has much less benetit because the
sspects of the Working Memory that sre touched on in different modules are simost non-
overlapping. The following are suggested using a minimum of 5 P firings in one module.
The match (K Ps) could be organized to recognize specific differences with single P firings,
given the proper setup (similar to the loc-prog filing process); aithough some differences
would be extracted much more easily, there is still the probiem of determining what more
has to be done in the match by the interpretive process. The operations evoked by task
operators (T Ps) could be collapsed into a loc-prog access followed by the appropriate
operation at the location. Similarly, with the proper variants of the loc-prog access
mechanism, copying objects (C Ps), constructing desirable assignments (M32 tf.), and
building the external representation of objects (X Ps) can be streamlined into fewer
segments that do the same action as the interpretive node search. Perhaps the loc-prog
filing process could process sets of links together also, atter an initial determination of the
size of loc-progs appropriate to a particular problem. Desirable assignment filing could be
adapted to respond faster on known variable subsets composing the assignments. A few
of the P firing sequences indicated as candidates for this discussion by the control tlow
summary trace are not considered here but are below with the erasure topic. Others sre
sequences of control that is not task-specific, s0 that a way is not yet seen to eassily
collapse them,

To get some idea of where it is necessary to reduce the size of Working Memory,
we consider the state after the MCO test run in Appendix F. Working Memory has about
1270 instances for that test (the number of instances at the end of tests ranges from
somewhat more than that for MC1 down to about 350 for MK), Of those, 437 are used in
instances dealing with the goal-subgoal structure, spread over 17 predicates, with a
maximum per predicate of about 70 instances; 287 sre used to represent objects, mostly in
two predicates, LINKS and HASVAL, which are heavily losded with 192 and 154 instances;
and 137 are used in Try-Apply context that is saved to allow goals to be retried to
explore alternate paths - of these, most (115) are in the ASSIGNS predicate, which holds
operator variable assignments.

A more dynamic view of the memory state is given by the data-flow analysis
summary at the end of Appendix E; that summary indicates a history of instances of each
predicate in terms of how long the delay is between assertion and finsl use. Predicates
whose instances have long delays are considered more global or long-term than others, so
that these are candidates for being stored in Ps and evoked later when needed. By this,
the goal representation, operator components, variable domains, desired assignments, and
objects rank as most global; Try~Apply context, information on the created net Ps (desired
assignment, object, and loc-prog), and loc-prog components are less global but can't be
considered local.

Thus, according to both static and dynamic considerations, goals, objects, and
assignments must be stored as RHSs of specific Ps, evoked whenever thay're needed, and
erssed from Working Memory after use. This would reduce Working Memory to about 200
instances, with no predicates having a large number of instances, thus making the match
more efficient by reducing access time for memory items. Of those 200, about 100 are
instances of predicates unused except for debugging. This change in memory for goal
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contexts would necessitate the use of an EPAM net for goal recognition, as opposed to the
present specific Ps that match to all of the past goals in Working Memory. Changes would
be necessary in the Try-Old-Goals process, with probably the necessity to record a goal's
status in relation to Try-Old-Goals when it is erased from Working Memory. Also, the
storage of objects in Ps makes representing TABLE:CONN and DIFF:ORDER s objects
somewhat clumsy, so that a more suitable specislized representation would be used. With
respect to efficiency, the other representations above are not important, but they will be
discussed below in connection with further discussion of Working Memory reduction.

Erasure in GPSR is achieved in many cases by specific Ps that do only erasure, and
these account for about 127 of all P firings on a typical test run. For instance, specific
erasure must be done for intermediate results of the Match-Diff submethod (M22 ff.) and
for stopping the match from generating more than one differsnce when filing objects (F20
tf.). These erasures are within P modules, so perhaps they are collapsable by the methods
used above for other multi-P segments, but the problem is that what needs to be erased is
somewhat variable. Three approaches deal more directly with erasure, as follows. More
powerful erasure actions might be incorporated into the PS language, so that a single RHS
action would accomplish the work of many P firings. The examples seen so far tend to be
composed of instances that are readily described by simple patterns such as all instances
of some set of predicates. Having Working Memory automatically fade over time would be
another way of erasing unneeded elements, although thers is need occasionally for explicit
erasure, so this could not be adequate by itself. Finally, having the size of Working
Memory fixed, with new elements replacing oid ones according to a first-in-first-out
discipline would have properties similar to the preceding.

Changing certain operations from the PS language to action (RHS) functions might
improve efficiency in some limited areas. We have already discussed having more
powerful erasure operations, which is an example of this hybridization. Another is more
powerful P-building operations. It might be useful to have more power than just
modifying current functions to be more convenient but using a similar number of P firings
(such as are discussed below). A more powerful capability would involve, for instance,
picking up a set of Working Memory instances, forming them into Ps by matching argument
positions and generalizing constants. A third possibility for using better Lisp supporting
functions is to make the interface between Working Memory and the external environment
more automatic; for instance, this would replace the X Ps in GPSR by a single RHS action.
Psnist’s limited macro capability only accesses Working Memory through variables bound
by an ordinary PS match, but the more powertul function would access Working Memory
directly.

We now turn to the topic of difficulties with the PS fanguage from an implementation
viewpoint: those features that made programming somewhat clumsy and debugging more
difficuit. In the next three paragraphs, we will discuss three difficulties as follows. The
need for special Ps to do erasure has an impact on programming ease as well as on
efficiency as discussed above. But there are also some important positive properties of
erasure. The need for synchronizing "parallel” P firings as discussed in Section E.1 has
undesirable properties of requiring Ps to be rather large and to include conditions about
diverse kinds of knowledge. A better set ot operations to add Ps and modify them will be
presented with the aim of reducing the amount of list-processing end unnecessery
maenipulastion in Ps.
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There are 24 Ps in GPSR that do erasure exclusively, sccounting for about 127 of P
firings in a typical run, as mentioned above. In addition, erasure will become more
prominent perhaps as more of Working Memory is converted to Ps as has aiso been
discussed. Erasure is most clumsy in: removing intermediate data from Match-Diff; erasing
unneeded match resulls; erasing objects that are duplicates of previous objects;
terminating processes before they have fully run their course, for instance, Match-Diff1 in
object filing and stopping the search for identical desired assignment when recognizing
goals, both of which are instances of finding one member of a set that has some property;
erasing unused choices in Try-Old-Goals; and erasing assignments for inapplicable task
operators in Try-Apply. But erasure is also useful in some cases: in indicating that some
data has been processed; in keeping track of context, when in a generation process; in
stopping processes before completion or in general in interrupting processes; in indicating
some property of a structure without making an addition to the structure - for instance,
some goals are rejected from retrying in Try-Old-Goals by absence of a difficulty value;
and in showing selection by erasing unselected candidates. Remedies for negative aspects
of arasure have been discussed above.

Synchronization of parallel P firings, discussed in Section E.1, has two undesirable
features from the programming viewpoint: it makes Ps rather large; and these large Ps use
diverse knowledge and are not as localized and independent as Ps usually are, making
assumptions about the related processes which are subject to change later. For instance,
the FA42's which do synchronizing of several matches potentially in filing objects, M40
which synchronizes feasible assignment generation for potentially many operators, and
M45 which synchronizes collection of operator differences in Try-Apply. Also it can be
clumsy to test and re-assert control signals in trying to finish up loose ends in a process
thet may have fired in parallel. One remedy is to remove the feature, which is discussed
in Section E.1. A second is to add some control primitive that could be used to insure that
all data asserted since some special signal or since some point in the P firing history has
been examined; this might be more satisfactory than the present use of ad hoc data signals

for the same function.

Present P-building operations are clumsy because they require an inordinate amount
of list-processing in the RHSs of Ps, making the PS look more complex than it really is and
reducing readability (see, e.g., F4, F34, F55). The actual operations used in GPSR are much
less general than tull iist-processing, so that we can propose a set of better operations as
follows: add P; extend LHS of P - e.g., as links are collected and tacked onto a basic P in
building up a loc-prog recognition P; extend RHS of P; extend a nested conjunction inside
an LHS - e.g., when a P has a nested conjunction that excludes conditions in another P and
thet other P is being extended; split a P by extending its LHS in two distinct ways,

carrying over the same RHS in both; update an RHS conjunct, as when in splitting a P, a -

constant in one of the RHSs needs to be changed; maintain more information on LHS
verisbles, and use it when extending an LHS (although perhaps this doesn’t belong in the
primitive set) - in GPSR some LHS extensions share one or two variables with the previous
LHS but want most extension variables to be distinct from existing ones.

In GPSR, PSs have been used as a language with emphasis on convenience,
expediency, and efficiency, rather than with a view towards accurately simulating human
performance at the PS level. Considering a PS program as a human simylation imposes a
number of constraints on the form of the program and its execution. P size in humans is
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probably limited; that is, there might be limits on the number of conditions and actions in
each P that would have to be taken into account in an implementation. Humans sppear not
to have the same kinds of arithmetic and list-processing primitives that are used in GPSR.
In some cases, other primitives would be used, and in others, GPSR primitives would be
achieved by sets of Ps. On the other hand, the power of the PS used in GPSR is probably
much less powerful than the human control mechanism in some respects: the human might
have a much more GPS-like match capability, with provision for dealing with partial
matches and extraction of differences; and it probably has facilities for adding Ps and for
collapsing sequences of P firings into fewer firings, perhaps as sketched abave. But the
most gross characteristics of GPSR that don't coincide with what is known about the human
immediate processor are the size and persistence over time of Working Memory items.

We have discussed some of the ways GPSR could be changed above, in connection
to making it more efficient, but the additional Working Memory issues {0 be discussed now
are perhaps contrary to efficiency, and are based on the principle that Working Memory is
small and short-term. All of the following issues are to be dealt with by storing
information in RHSs of Ps, to be evoked on demand. Task-specific variable domains are
presently asserted at the beginning of a problem and are used from Working Memory
throughout a problem run, Context for the three networks of Ps that are built up by
GPSR, consisting simply of pointers to the last Ps added, are kept as Working Memory
iteams. Components for task operators are kept in Working Memory and used through the
run by the desirability selection process; modification to have these stored as Ps would
have the advantage that erasure after they had been used in constructing desirable
sssignments would be an indication of successful completion of that process. Finally, Try-
Apply context, which is used when a goal is retried at some time later than its creation,
could be stored as P RHSs, but other approaches might be more suited to the problem-
solving methods. Which one of the following four approaches is most useful depends on
the size of the set of alternatives that constitute the Try-Apply context, on how many
times a generator of alternatives is restarted, and on how much of the generator’s output
is used each time it is started. First, a problem-solving method that can’t do as complete a
search of alternatives might be used. Second, generation might be more conservative - Ps
could keep track of what has been generated so that the generator could resume. Third,
the generstor could generate the full set of siternatives once and an asuxilisry P could
store the part of the set that remains unused, with the RHS of the P being replaced as
more is used or with a new P with a shorter RHS added and the old one masked by adding
dummy LHS conditions (the assumption is that Ps can't be deleted). Fourth, the generator
could create the full set of aiternatives each time and auxiliary Ps could then consume
parts of the set immediately to show which are undesirable due to past use.

"Expansion of the task domain handled by GPSR might best be achieved by making |

GPSR more interactive, as discussed in the last few paragraphs of the preceding
subsection. Here we discuss briefly how PSs have an impact on this goal. With respect to
the incremental simulation technigue, the PS step size and the GPS executive-method-task
division are useful. The high level of PSs makes the expression of knowledge similar to
the GPS method level, but of course the entire GPSR program is at that level and uniformly
expressed. Thus, experiments with all GPS constructs are conducted in a8 language close to
that method level. As we have seen, the openness of PSs makes extension sasy (Section
E3), but PSs slso seem promising with respect to making changes in naturai language, and
oxamining the knowledge content of Ps also in natural langusge. We saw an example of
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natural language expression of knowledge in GPSR in Section E5. Finally, meintaining e
useful history of program operation is essential to useful interaction. For PSs, the history
consists of the P firings, and if this is detailed enough, it can be used for backing up to
undo a stream of behavior, for detecting common sequences so that shortcuts can be taken
or planning in the senses discussed in the preceding subsection can be done, and for
making analogies with similar previous behavior so that errors can be diagnosed, or so
that methods can be generalized or extended to work in new situations. PSs can be used
to detect conditions of program error, and simply to direct the process elsewhere using
standard GPS executive processes, thus avoiding errorful areas of the search - this
assumes that the methods are redundant enough that there is more than one method to
getting past some obstacle. Having Ps detect and fill in partial matches by determining
what is supposed to be there for a process to work (by analogy as suggested above) is
also conceivable.

G.3. Production systems as a new level of problem-solving

From the work with GPSR, it is evident that PSs constitute a real advance in the
nature of problem-solving languages and, by extrapolation, in organization of problem-
solving programs. To see this consider three classes of problem solvers: GPS, theorem-
provers, and PSs. The traits that should be emphasized for our comparison are as follows.
For GPS, methods are powerful heuristics, allowing search through the set of problem
states to be significantly pruned. GPS is limited to relatively small objects (problem
states), and is limited in its ability to describe match differences. GPS is also limited in its
sbility to become tuned to particular tasks (but not GPSR, we maintain). The power of GPS
to solve problems, and for probiems to be expressed in language usable by GPS, seems to
be good, but we have no rigorous proofs of task area coverage or langusge power. For
theorem provers, strategies seem to be weak, since they are uniform procedures with
search not so easily restricted. There are no limits on representational power as it
pertains to objects or descriptions of differences, except that some solution to the frame
problem must be used. Theorem provers are not obviously tunable to particular tasks.
Expression of tasks for them is uniform and general. For PSs, we now can say that GPS's
methods ares usable. In addition, they can represent with the same power as theorem
provers, but their expression is not limited to declarative (non-procedural) forms. PSs sre
tunable to particular tasks and open for modification, as sketched above, especislly with
respect to properties of GPSR's representations. In most respects, other new Al
fanguages (see Bobrow and Raphael, 1973), for instance the Planner-like ones, are very
much like PSs; the exceptions are the last two properties of PSs: there has not yet been a
demonstration that they can become tuned to tasks, nor has their representation been
demonstrated to be as much a mixture of declarative and procedural as have PS -
representations, Thus PSs are an advance in constructing problem solvers, in combining
useful traits of GPS and theorem provers, and in addition having the traits of tunability to
tasks and flexible representation.

GPSR's organization of execulive + methods + task Ps is modular with respect to
bodies of knowledge in each of the components, but in itself this is not a point of
superiority over other languages. The essence of means-ends analysis is the particular
combination of transform, reduce, and apply methods, so this is not likely to be a place to
distinguish PSs from the others. Also, the processes that compose methods appear to be
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modufar and could be used in new combinations for new methods; other processes could
likewiss replace the present ones. But only the most general aspects of PSs seem to be
heipfui here, namely uniformity of expression, high level of expression, explicitness, and
the global property of Working Memory. That is, we must look for PS advantages st more
specific locations in the GPSR organization.

The GPSR organization is open for use as a driver or subroutine of some problem
solver, as follows. There are three points where an interface to a problem solver could
occur: the place between the external evoker and the GPSR executive; the place where
the executive evokes the methods; and the place where methods evoke task Ps. For the
first, GPSR is open because action is in small increments; this allows an outer process to
Interrupt at each execulive cycle. The executive has very little control context: just
sequencing commands from specific methods (that specify what is to be done on success)
and the information stored in the goal network. Also the executive requires little input:
just a few goal properties. The executive is independent of task representation, working
at a rather distant level from the task; this may or may not be a feature that distinguishes
the PS implementation from others. For the second intertace, the only advantages from
PSs are the uniformity of expression of all parts of the program and the high level of PSs
as a language. For the third interface, having the task expressed as Ps is quite an
adventage, apparently. Other languages distinguish too much between data and
procedures to allow such flexibility.
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« COULONE T(PDN:7 8 NCONC SURST(CEADL IST(X CON'S £ 3P 00EMN: 1)1,
COLINME, T RTAD IRT(Y CONS {XMLONE M),
READL 1R T{X CONS § XP ODL(V-2})),
CEATISF IS, T YQ T/ ROTI(L DY),
i v o on
8 MIGATH(ALLY:
F34: "SPLIT ONP" s COLXMEVIPPNRVIV201.07) § NOT ISOUMMYIOZ]
B NOT{ EXISISIL 1 M) § MASL IWIDL 1 M) )
B HASIHI(PN?1) 8 LASYONT YY)
8 NOT{EXISTSPI) § LASTONE (MDY
8 SATISFILSAT2PIF2 LEMT FY))
§ HASIHSIPN? X) 1 X NECOMS A COPY OF | INTVS §
Y EXISTHION) § SPLITOMCHX SIBKT{OORIVIVY
SEADL IS T{X CONS £ XM O0L N)JF ADL IST(X CONS L3P OOL(N 111
TPSMUST PEATIME: X 15 SET IV 1€ FOULOWING WEFORE 1T
ISUSLD IN IE 91ST (0 TIF v 1}
& ADDPSONOM PP NIE 2. S\AST(0.0)),
CCIESAME X1 QUOTL 01, ‘QRIOTE 0N,
“HASK M, QRIOTE ON-N: I,
CGET.QUOTE CN * QUOTE,\MS* )
8 WPLITONPS RVP VIREAD TSTL Y CONS (%™ 00T M),
READ TST(3 CONS ¢ X 00C(N- 1))
& MPWAP 7 [SSAVE X1, QUOTE 07 -QUOTE P,
SHASIMS S QUOYE £ N L GE T, QUBTE P2 QUOTE L KEH)
B LASTONEY(OMY 8 MEGATI(ALL):
F35: "BPLIT ON P DM 2 (Ot ONMEYN(PDNAVI V2 D107) § 1SOUMMTIND)
© @NOT(EXISTSOL I M) § MASL INK(DL 1) )
& HASLHS(PNZ L)
S EMUITONPL AV V295 AL IRT(X CONS € R 0OC W),
RUADE 13703 CONS € XN ODL(N. 1))

va

& SEORMSIP < C1SSAVE W ) SQIDTE O 12.CQUOTE P,
CHASLME.'QUOTE P Ne 1. 'O T.CQRDTE P .CRDTE XISy )
WAL )
$36: "STLIT OR” ¢ SPLITONE | PYIVIVI VP § NOT SATITFIISIVIVY EQ UNDIT)
S NPLIGIPL NCOVC RATONC  “ASVAM V) ¥
“SATIST LS V2 XQY2 QROTLVI'VWW
& MGAN(1):
T3 INIT 082 s SALITONPLAVIVIYINT) § SATIOF NNVING 09 \-"
Dd LU 7Y m CHDT R NCONC (CMASYAL ¥ VDY,
mnrmnﬂtﬂw.ﬂ'm
& MGATE(H

#4805 WA DIFFR" s UATOMESIXAMIO | §70)
. ONOYINISTHDVI VYY) 8 MATOMES IRVINZDINN )
: & HARLMSIPNLY B TRACEINOIT)
S ERASIMDIIO 1 07) § ISSAVEEQVIOLOM
8 TRACTNGITRACEPRINTNLD 1, IR THE SAME AS™ D2 X))
S MEGATE(I ]
ST MR IIMEONISFILEDOCTT 10080 AND H1T SAME P, MIGATING
THE HASLMS 1S AAn Y
ANDYE THAT SRR TIPE O4) V61 DESTONS!S TO A NI W ORRCY
ABE ALL CARRIED T OOLIGH (FA LT AN EVEN I THE NEW ONE
MATOMES AN (N 29X: 118 WwILL SAVE EFFORY JF THAT OBRCTY
DOILD COME ALLNG AGAIN \
761; "OCCE DONE™ 1 ISSAME £GYI01072) § SUCCEEDG 011
o OMETSUCC{GO?.0 1) § NEGATI(Z):
FO2: "ONET DOWE" 3 ONT 1 SUCC(G 0071
& NOT(EXISTSIK | X2 X3X08) § MATCHDJFF(X ) X2 NI 8) )
& NOT( [XISTROC) X2XD 8 )5) § MATOHAES I{X1 X2 X3 X8 %) )
& NOT{ EXISTRIX 1 X2 XINENINSXT)
S LOCEXTROX | X2 XTI ROXSXEXT} )
L HASLING ALWAYS ACLOMP'D Y LOCEXTR OR MATCHRES I & .
BNOT(EXTSTRIX | X2 X3 8 TESTONE TS{ ) X2 X3 )
© ERASTORXO7) B SUCCILO(G 0) @ NEGATI(th
FAZD: “OMET CONT D v ONE 1 SUCCIG DO7) B MATOHDIIF(X ) X2 X3 X&)
B NOT(EXISTHXI )6 X2XEXD) § MATOMES (NSNS NI HXENT) )
o MATOAOTFF( 1 X2 X I X483 § ONETSUCOMG00Y) § NEGATE( 1)
PATLI “OMZT CONT L™ s OME 1 SUCC(G D071 B LOCEXTROX ) X2 XTI NEXBHEXT)
S NOT(INISTSIV I V2 VIVAVS) § MATOHMIS NV IVIVIVAYS) }
o LOCEXTAIX | X2 NI XS XINGXT) § ONE TSUCOGONT) & MIGATI 1)
FOINL“ONCT CONT & 1 ONE TSUCCIG D07) § MATCHAES 1{X 1,2 X3 20 3¢8)
o> MATOHSES M) X2 T X8 3) § OV TSUCONGD07] B MGATION
FAZS: "OMET CONT 8™ z ONE )V SUCC(IGDO?) § TUSTONE THX ) )2 t3)
o> TESTONE TS(X 1 X2 X3} § ONE) SUCCHIGDO7) 8 MGATE( Ih
FOZU) "UNH 0S™ 1 OM TSUCCHIG007) +» ONE TSUCCIG0.02) § MEGATE( 1)
F08rERS ORJ" 2 FAAST OBXO) § HASTOPGDOE(OM) § HASEXTIE P00
O ERASE OB § MEGATI(ALLY: ~
FOGs TRS OBJ N v ERASE ORXV) § L JS(L NNT) & NOT( EXISTIY) § MMM
o LRASEOBAN) & MEGATI(ALL )
+F&T1 RS OBJ V™  ERAST ORIXN) & LINKSILANT) & MASYALOR VY
o MEGATI(ALLN
FAR "TRS OB ¥ + [RASTORIW) § NOT{ EXISTA NZ) & L ISR NND) )
8§ NOT{ EXISTSNI) & RASTOPNONE{NAD) )
»> MGATL( I
7303 ¥ ILE'DES ASG™ & F ILEOLSASGIOA 09 SOLOASS 4
& ASSIGVENIDA VAR VAL }
8 NOT{ IXISTNIVAD2 VAL 7) § ASSTGNSIDA VAR? YALD)
8 SATIST [{ SHVARVAR? VAR LEXLT VAR) )
© ASSIGNSHDA VAR VAL) § £ XTOANE T(DAOP) § MEGATEL 1)
% TABGET DESIPED-ASSICWANT M1y
A3 SAVPLE OA M T* 3 ASSTCVE MDA X3X4) § SATISF IESIXII €Q VAR 12)
& SATISS JESOXO.X8 £Q VAL- 1) § ASSIGNRIKDA XSX6)
& SATISF JUSIXS.XS {Q VAR.2.) § SATIST HSME NS (Q 'VAL-2+)
S MOT(EXISTRN X2) § ASSICVENIDAN 1 2)
© NOT( VEQIX) X3) § VEQIX?X6) }
& NOT( VEQIx ) X5) 8 IAN2 X)) )
o ISSAMEDAIDA DA 3.) § MEGATE(ALLY:
]
731010 DA” s JSSAVE ONDA 0) & FXTOMNE IIDA S9) § HASDE SASGIO DAY
. 8 FEASASGIOP DA 1)
) MORTDA( 1) & FEASASGIOP 0G) § HMASDESASING D) § MGATUMLR
£91M; "WORE DA™ « MORENA(X) § £XTOANE H{DAOP)
S FHEDISASGIDADP) § MGATI( 1)
FO1M MORE DA~ » MOPEOA(X) § WOT( [XISTSIDA OF) § EXTOAME NDALSP) )
o NEGATE(N):

o PSR TURTIND DA NETT o X1 OAME (DA OF) o> § XTOANE THOA) § MGATE( th

783 DA NEY COL™ 1 EXTOME 1 2(NA) § ASKIGNSMOA VAR VAL }
B NOT! IXISTSIVASI VAL ?) § ASSIGNSNIDA VAR VAL D)
8 SATIST I{SPIVARVAR? VARZ LI T vA®) )
0 W INISTHVALY) § ASSICHSMIDA VAR VAL ?)
§ SATISF IISHVAL VAL2 VAL LEXL T VAL ) )
) COLOAME T{DA S,

ey g e

R ) i g ) s
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Gree ROGRAM LISTING £ 0N OPI8 a
.
CCABBIGNRN, DA, X N4> SATISF 1¢8. X3, 0 SATISF [{ VIV NCHAT V) )
AANI QOTC VAR, 0 MOT( TXISTIN 7.v3 v4) § MATOWM A2V VIVE)
CIATINT ITS. 6, FQ N CQUOTE VAL v, STATISFIISM I LILIMTLY)
CONQY VIQ NN VEQ KI NS - ) * LRASEMVALIG V) § SPU0LIT MO TOMBA V.V I V2 6) & MIGATI( ).
§ ASSIGNSODA VAR VAL) § MEGATI(ALL): MPL) TS MYAL® 1 FRAST MVALIGV) § MATOWALQ VI V2V) § VEQLV.Y 1) 4
F83: "COL DA MEt™ 2 COUNANT Y (DA ML M) § ASSIG\IMDAVARYM ) SNOT{INISTIA 2 VAVS) § MATOWALAZVVAYS) § VR AD))

& NOT( EXISTS(VAR? VAL 2) § ASG IGNG MDA VARD YALP)
& SATIST IESHVARVARI VAR? LEXLT VAD) )
8 NOT{ EXINTSIVALD) § ASSIGVSNIDA VARVAL?)
® SATISTHSHVAL VM 2VAL2 (EXLT VAL) )
«> COLOAME 1 (DANM.?,
L NCONC  "AFS IGVSN. A SEAD IST{X CONS ( M 00 M),
READ! TRT(X CONS § XN ODE(M. D).
CIATISE IS AR ADL IST( X CONS # ™ ONE M),
CEQREADL TST(X CONS ¢ 3 ONE M) QUOTL VAR,
CRATISF IESALADE IRT( X CONS ¢ %Pt ONE 0. 1)),
CEQAEADN TST(X CONS € XN ONE(Ws ()},
CQUOTE VAL -+,
NNCONC <“NOT. - "VEQ. X 1 AU 1STIX CONS ¢ XTI ONE M),
CVEQ. NI FEADE IS T(X CONS £ XL ODE M 1)) 3 )
9 ASSIGVSO(DA VAR VAL) § MEGATI(ML):
#98: “COL DA Mt D” 1 COLOANL V(D)L N)
& NOT(EXIRTIS(VARVAL) § ASSIGNRNDVARVAL) )
& LASTORNE ()
> LASTOANE 1(D) 8 ADOPROOXDINIL,
. L NCOMC ““NOT - CEXISTS. X1, X2,
ASSICNSH. OA, X 1. NP
NCONC #1>,
“ISTAMEOA DA QUOTE D s NEGATE ALL M)
& MEGATHIALL):
FS2:"LAST MLY™ s LASTOAME V() § LASTVOANE(PZ) § SATIST ISP P202 LEXLT )
> LASTOANL Y (R} § NCGATI(2::

VDA FILING STUFF ASSUMES TIE ASSIGVRO'S STAY AROIND FORIVER:
17 THEY DON'T ARED 10 JWSIRT THEM WhEN A DA 1S MCOGTD:
QEDINARY ASSIGNS, OF COURST, USL MUCH MO STORAGE, SO
ANY [TFORY RYOIRD FIRST CANONITE To@M, AND ¢ vORT 11EM
OMLY ASSTY REFOR. USLS [N MOVE OPLEATORS, wHIOH HIEN

TRASE THEM %
[{ ]
EXPR GPSM): BEGIN 2 METHONS PAGLS 8
¥ METMOO-FELECTION ©

M1; “SEL 7" 2 SELECTME THON(G) B ISTPANSS ORMGHALIG)
o) TRANSS ORUME THONG) & MEGATI(1)
M2 “BEL MED" 1 SCLECTME THONG) 3 1SOEDUCL GOALIR)
o> REDUCE ME THONG) 8 W RATI(1):
M3 “SEL APPM® 2 SELECTME THXXG) 8 ISAPPLYGOALIG) § HASOPIGO) 8 1SMOVE OP(O)
o> MOVEOPME THOIXG) § MEGATI(1):
M3 “SEL APPE | x STLECTME THOMNG) B ISAPPLYGOAL{G) § HASOPIG.D) & 197 ORMOPID)
& NOT {821NPULH0)
> FORMOP ML THOMG) & NEGATF(1)
M) “SEL APPF2° & STLECTME THOIXG) § ISAPTLYGOALIG) § MAROPIG0) § 19F ORMOPIO)
& IR2I1H )
o> FORMZINPUTAME 1 HOMXG) B MEGATE 1)

B TRANSS OPVGOM ME TIOD 3

MI0) “TRANRI G 5 TRANSI ONUM] 1HON(C:) § HARAC TUM CRAGO1)
& MASDES IROOK XG 07) § VX0 I107)
o MATOHOIIF(OIN2 01071 § TRANSI 2(G) § W GATI(1):
MPOS: “JUC TRANS 1 182N ORLIME THOMKG) & MASACIUAL OARG D)
& HASDES 1M DONXCG 0)
*> BUCCTIDIG D) & M GATI(I)r .
M2 MATOM SR T° £ MATCHATSIA T VI VD)
G OIFREVALQ YIV2) A MATOVYSI TAVIV?) § MEGATI(I):
MPZ; MATCH VAL & MATCILYSE 1L VIVD) 8 DIIFREVAL MU TA VI VOY)
o MATOMWAL( VVI V28 NEGATI(ML):
M2 MATEW F N 2 TRANS! 21()
o) ERASEMATOHDISF(T) & TRANS () 8 MEGATI(I)
MZI) ERASE MO° s ERASE MATCHOLIF(X) § MATOMDITHININZ O1OT)
o MEGATI(ML )
M24; “COMP DIFF 1C° 3 TRANRI 3{(:) § MATOLYALA YVIVD)
0 NOT{ EXIKTISA 2VIVAVS) § MATIHMYALN 2 VIVE YA}

D MCATIMLE .
MIOF) 103 MVAL .° s [RAST AIVAL(G VY
8 NOT(IXISTSA VIV2.V3) ) MATOWALA VIVIVE) )
© MIGATI(1)_
20 TERS MYAL SY-" 2 [RASTMYALIGY) § MATOWMA YV I¥T)
& NOT(IXISTSIX) § WETEV:TRANS(X) )
o (RAST MYALIA V) § MEGATI(D):
MPES: “TAS MYAL SV° 1 ERAST MYALIGY) § MATORVALA VY,INP) § BT TRVTRAMI()
o ERASTAWALIGY) § HASALTOIFFGL V.V IND) § NEGATE(TN
M29 “JUC DESCR” ¢ TRANSS 3(6) § WOT( IXISTSA VVIVP) § MATOWALA YVIVD) )
& HASOES 1 DORXC 0) 8 1SDESCRINEDORIND) & MASACTUM SRNGOD)
« RUCCLIOXGO7) § MEGATI(1): .
MIG WY REDUCE” & SFROU/T SLIYTPANSIL Y VIV2G1) § MASDESTEOOBNG § )
& FASACTUALORAG 101) § NOT( IXISTSIVS) § MASDITT ICXG I V33 )
< EXISTSIG) B ¥ 1LEGOALIR) § LYAL GOALIG V) § MASSUPLEGOM (GG 1)
8 MASDITF ICIG V) B HASDIFF 1C(G ) V) § 1SREOUCL GOAL(G)
8§ HASACTUALORXT 01) § HASOIFI RIGL VINZ)
& NUXVGOAL:TRAVSIGOZT § MEGATE(1):
M27; WEW RYDUCE ™ 5 SPROLITALD YOANSIL V.V1 ¥2 G 1) § MASDESISEDONXG 1 023
B MASACTUAL DBXG 1 01) § HASDIF ICIG I V)
S ENISTNG) 8 1 [LECOALIG) 9 EVALGOAL(G V) § MASRUPLEGOAL (BB 1)
8 MASDIfF 10(G V) 8 ISREOUCE GOAL (G) & HASACTUAL ORARD 1)
8 MASDITFRIGL VIVP) B NEXTGOAL 1RANSIG O7] § MEGATL(1):

§ REOUCE GOAL ME THOD : SELECTION OF OPERATOR {

M30; WEDUCEG” 3 REOUCE ME THONIG) § MASDIFFRIGL Y 1 ¥2) § NOT BE TRVIC)
o' APSLYLOCFROGL  TABLECONMN § STLECTONG VIV2) § MGATL(IR
M3 11 BIL OF" & SILECTOMG VIVD) § LOCIROGAIRR 10 V) § NOT IS V(WY
8 ISMOVEOP(V)
o SELECTOUSASGIVL GVIV7) § NASONG V) § MEGATE(I 2N
M32; “BEL OF STT” 3 SELECTONG VI VD) ) LOCIAROGEERA YL OV) 0 TS TV
8 INSLI(OPV) & 1SMOWE OP(OP)
o SELECTOLSASGIOPL G V1 ¥?) § HASOPIGOP) § MEGATI() N
M3 SEL OF FORV™ 3 STLECTOMGV I ¥Z) § LOCSROGAESIA TR O¥) & NOT TEBET(V)
8 IS ORORY) § HASACTIW ORNGO 1)
o MPLYOPSIV.O1) § BEOLKE OPORIGVOI) & MEGAYI(I 2N
MEIS: “PEL FORM SET7 ¢ SELECTOMG VI VD) 8 LOCSROGRISIR TR OV) & 1EBETIV)
& INSET(OP V) § 157 ORMOPIOP) § MASACTUAL ORXRD 1)
> APPLYOPF(CP0 1) § REDUCE OPOR(GOPO () & NEGATI() 2N

S MEOUCE: SELECT DESITARE ASG ¢

D05 "STL LS ASG™ £ STLECTOISASCIOPL LG V1V2) § HASMOVECOMPONIOPL Y YD)
) EXISTSDA) § GENDISASGIG 0P DAL L D) § TAYATHGOP)
8 MASDESASGIG DAY & MEGATI(1h
MISA; “BEL DES ARG AGE" ¢ SELICTOUSASGIOPLG VIV
8 NOT[ EX]STSIN) § MASMOVE COMPONIOP XLV | ¥2) )
£ HASMOVE COMPONOP L AA) § RATIST H{SIAA 1Q ME)
& HASVARIC V) § OHANGESYALIV) § YAROOMA INV.V?)
* EXISTRDA) § ERASE L PCL 1] § HASL PCOMPONC T, 1) & F ILEOLSASOIOAS"
8 FEASASGIOP DA G) § ASSIGVSNIDA ¥ VD) & TRYAPIG OP)
8 MASDESASGIODA) § M GATI(1):
L ASSUMES WO LOC VAFS. I, LOC OF OHANGE IS CONBTANI;
If MECESS COULO A0 GENERAL 17ED: MEED 10 TMIT A ORCX
FOR MEED FOR GIADISASG. ETC. L
MBI, “STL DES ASGe” 2 STLECTOISASGIOPS GVIV))
S SATISFHSAVIVIMMIESP v § AMIED V2 ) Vi PLESS VD)
& MASMOVE COMPOMOP L VI V8) § SATIS IIS(VINS 1Q \OW) h
& SATISF {IS(VA VA 1Q 1G9
S ENISTOAL S GENDESATGCOPDALL VD - Vi) § TRVAPNGOP)
| 8 HASDESASGIGDAY 6 WEGATI(I):
MO “BIL DES ASGe™ 3 SELLCTOISASGIOPLGVIVD)
S SATISTISHVIVIW MM IO V] § MIMALEP V2 § VI NOIIAT V)
§ NASVOVE COMPONIOP C VI V) § SATIST IES(VIND [Q VIO
8 SATISTIES(vAVE 1Q LOW)
o} EXISTRNAL § GINDI SAGIGOPDALL Y] - ¥2) § TRVAPNOOP) ]
8 MASOESASCIGDA) & MGATI(1): 1
MIO%: TES S1L " 2+ MNUICTOISANIOP) S VIVY)
B MOY{ TXISIRIN) B HASMOVE COMPONIOP X V1 ¥2) )
0 NOT SATISF [[SPVIV? MR ® V) ) MM vI)
8 MOTLEXISTSIAX V) § HASHOVE COMPONDP X AA)
§ SATIST I SIAA £Q ATR) § MASVARR V)
§ CHANGES.YALIY) § VAROOMAINIV.VP) )
© CRCRSILXIGOP) § MOANI():
§ OROUSLLX ON A GOM THAT DOESY'Y ACHITVE AWV DESASS
18 AN LAR0R COMDLL 10N SYETLM AS 1S Wit $T09




LY FROEDAM L TST NG fOR OPIR - . onm

IF CONTINUL DESISD. ADD SROD FOR £33 ICIT FATL ¢
MBI “GET COMP." 1 GENDESASG(GOPDACL ) § MAR PCOMPOND M)
O NOT{ EXISTRIF2) § MATLFCOMPOND, P2) ¥ MAT LNIGR §
8 SATISTIES2M F2P2 10T M)
o> GENDESASGHGOPOAL ) P & MGATI(I)
MIIG: “GLT COMP" 2 GENDF SASGGOPDALL D)
& NOT( TXISTS(R] § HASLPCOMPOND. P} )
«> GE TLACOMPONT, ) § GI NDI SASGHGOP DA 1. N) § MEGATI( 1)
MIB: "CEN DFS ASG" & GINDT SARGHG OB DALL D) § MASYARC VAR)
& MASI PCOMPON ) § VAROOMAINIVARS) ¥ F 1SS MATIML Y &
*> QRECRMMY(DA) § # [LEOE SASGIOAOP) § FTASASGIOP DA B)
& ASSIGNSHDA vARFY
MIBA; “GEN DES ASG ARB" 5 GENDESASGHNCROPDA CL 1) § HASYANIC.VAR)
8 CHANGT SYAL (VAR) § HASMOVE COMPONIOP C V| ¥P)
8 VAROOMA 1(VAR v
o> EPASELNCE 1) § ¢ 1 £ DESASLIDA OP) B FEASASGIOPDAG) *
8 ASRTGUR NIDA VAR V) § M GATI(1)
MI7; TERS LCT 2 ERASRI A FCNY § HASLICOMRONO. P
O NOT{ UM INTSIC X PRI NA XD
P CENDERASG2(C N LUD X I XAXKS) ) .,
O NOT(EIXMISTSIX I X2 X]INAXS) § STLECTOLSARGIN ) X2 HI N0 X))
O NEGATI(AL):
MITR; TERS LC B AS : [OASTLPC(X) § GENDt SASGHG X § X2 XIXONS)
o> GINDESASGHGX 1 X2 X3 X X3) § NEGAT(1):
M3T7S TS LC BF-AS° ¢ 1 BAST A PCIX) § SILECTOF SASGIN ) XTHING X%
©? SELECTOUSASGIX 1 X2 7.3 X0 X3) § MGATI{ 1)
MIB) "GIN OFS ASGe™ © CHECXMMVIDA) § GI WD SASGHGOPDALL D)
8 MASVAS(C VAR) § HASVARL [IK(VAR ) § HASI PCOMPONO M)
8 VARDOWMA |NVAR N)
@ SATIST ILA2INIAWALPP N § ¥ 79GU AT O § NOT(N 2 CAT O3
O ERASTAPCL 1) 8+ 11LF OESASGIDA OP) & EASASGIOPNAG)
& ASSIGNINMDA VARN) § MEGATI(1.2):
B ASTUMES MATRIC ALWAYS TUS TS CHANGE . THUS WAN) NON.O)
COULO OF GIENEPAL 176D $ASILY JF NECESS. X
VUMAY FI9E MUA TIOLY. STLCIFYING ADISIPABLE SET OF YALUES IS
MBUF) “GEN ASGs -~ & CHECYMMYITV) § GILNOt SASGHGOPDALL D)
@ HASVAR(C VAR § HASYADL [\{VARS) § NOT HAR PCOMPOMA )
8 MASOESASGIGDA) § ASSIGNSMDA X 1 X2)
8 FEASASGIOP DA G) § 7 R EOLSASGION %)
> ERASCLPCI'T) O NEGATI(128 7R ):
S ASSUMES AT LEAST ONE NON-NUM COMPON OF | OCHW0G. TO GET ASSIONAM §
MI9; “GIN OF S ASGe-" 1 CHECKMMVIDA} § GENDESASGNGOPDALL DY
S NOT(IXISIS(VARS) § HC VAR 8 ]
© > ERASELPCUT) & MIGATI(1 )

SPOR ALL TRANES 'S OF SURE ALL FEASASG'S {M1TTID
BETORE TRYAPP EXAMINED ..ooo 1

§ TRYAP: ASPLY, OR FXTRACT 0P DIFFR R

MA0; "TRY APPLY" & TRYAPINGOP) § HASME WHEASIGOP ADA N
O NOT(TXIRTHOI X X2 %) § TRVAPNGO7) § VMEQ(OPON)
O HABMEWHEAS(GAP X I X2 XY )
8 NOT( EXISTSIAZ AIN? 071 § MASMEWILASIGOZATAIND
& SAYIST IUSHNNIND % GECAT W) )
O NOT(EXISTXAZAT) § HASNE W TASIG OPAZ AN
§ SATISFIISHAAZALINLY AD))
& MASACTUAM CRAG O 1) *
& NOT( EXISTSIOZ A2) § FEASASGIO? AG) )
D APPLYORMOPADI) § APRLYCOIRICOPDAA) § MEGATI(V )
MOOM; “TRY APPLY SAR 1° 2 TRYAPING OP) § TRYAPNG 07}
& SATIST I S2(CP 0200 LEXL T 07) *
B MASKEWT EAS(GOP X § X2 2.3) § RASME WFEANC 07 X8 X9 X8)
S NOT(EXINTIS(OI XTI XEXL) § TRYAVNG O
8 SATLST IESNO3OP 0T LIXLT O9)
& MASAMEWSCAL(GOIXI Ve X)) |
o3 TRYAPING (9) § TRYAVISA(. 071 § MGATI(Z):
MAOR) "B AS FLASASG™ 2 HASNEWFFASIGO2 ANAN § YLASASGIOP AR G)
& TRVAPNG ()
O FEASAS(OPAZG) § TRYAVMAG ) § MGATI(IN
MAOL: UN HOLD TRYAPR® 3 TEVAPTSAG OP) o+ TRYAPNG /®) § M GATL( 1)
R IF FTASASG NOT CONSUMED. WL HAVE LO0P 15
ME 1) “APRLY S s APBLYONIGOPNAA) § APPRLYSES\L 1{(PD1)
o FIEORRCTION b SUCCELXC O] § MGATI(ALL) @ NOT 1AVARPGH
ME2: WVYAL OF DIFFR™ 5 APPLYCIRIGOPDAA) § APR YDIITONL VI VI 0P)
D OWEREVYALD VIVY) .
& TRYAPEDIFEOST TUPIG/P DAAL ¥1.¥7) § TRVAPNG D)
. 0 MEGATI(ML):
M85 VDIFFEOIFFIC." ¢ TRYAPRDITIRAT IPIGOPDAAL VI YD)
S DIFREVYMMSKRTA VIVIY)
8 MASOPOIIF FARGICOPNAAWL 2 WI WD)
B SATISTHSAWYY %CMAT W)
@ NOTLIXNIRTSA 3 X1 Xx2.X) .

& TRVAPPOIIFREE TUMG OP DAALI X 1 X80
S OIFREVALNERA TR 201 X230
0 SATIF IS VX WOAAT V))
o TRYAPPING) § WAROPOIFF EAPOIG OPDAA VL VIVT) § MMGATEORLY .

WA DIFFR DA ICI s TEvANOIITRAL TUNOOPDAAL Y I YD)

SOIFREVALMISR TQA VI VIV
QWA ISIR 2. W W2 W}
& MASOPOTFRASGIGDP DAA WL W I WD) ) .
ST OISTNIX XN
8 TRYAPPDIIF OST TLPIB 0P DAAL 3N ) X1
§ ONFREVALATRA TR I ) X250
8 SATISF HSNX VX WGHAT V))
» TRYAPPIIG) § HASOPOIIFEASGIR DPDAANVL ¥V I VS § IRGATRIMLY
MASL: DIFFR DIFF IC." 2 TRVASSQIIFRST TUMGOPDAAL ¥ I VD)
. ADIFFREVALMISAL TA VIV V)
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Asonncit O. SAMPLE CREATIO M T PRODUCTICME
OISPLAY OF NET PRODS 7 OR MO

DA-)
LHS (ASSIONSH DA X3 X0) (SATISFIES X3 (1Q X3 (QIOTE DUMNYY)
(SATISY IES 2@ (1Q X4 (QUOTE BANANAS)))
(L 41
(EEXIRTS X1 X2} (ASSICNIN DA X) X7)
(NOT ((EXISTS) (VIQ X) X3 (VEQ X2 X&)
45 (ISSAME OA DA (TRMTE DA. 1)) (NOT [ASKICNIH DA X3 X4))
VARS X6 X3 DA
DA-2
LHS [ASSIGURN DA X3 %4) (SATISFITS %3 (1Q X3 (QUOTE DL
{SATISTI(S X& (1Q X4 {QUOTL BANANAS))
[ 14
(EXISTE X1 X2} (ASSIGNSN DA X1 X7}
INOY (X )STS) (VEQ X ) X33 (VEQ X2 X&)
WS (ISSAMEOA DA (RIOTE DA-2)) (NOT (ASSTCNSH DA X3 x4))
VARS X8 X3 DA
DA-4
LMS (ASTIGNSN DA X3 X4) (SATISY 1ES X3 (1Q X3 (QUOTE vu.l-vom
(SATISTIIS X4 (£Q X6 (QUOTE MLACEZ))
NOY
(EXISTS X1 X2) (ASSIGNIN DA X ) X7}
(NOT ((EXISTS) (VEQ X1 X3) (VI Q X2 xaN)
WS (ISSAMEOA DA (RMTE DA-8)) (NOT (ASSTGVSH DA XI Xx48))
VAVS x4 %3 0A
DA-3
LMS (ASSTGVSHN DA X X8) (SATISFIES X (EQ XJ (QUOTE MOVE:TO))}
(SATISF IS x0 (£Q X4 (QUOTE MLACE D))
oor
(TXISTS X1 %23 (ASSIGNSN DA X} X2)
(NOT (EXISTS) (VIQ %) %3) (VFQ X7 XA
BMS (ISSAME OA DA (QIOTE OA-3)) (NOT (ASS IGVEN DA XI Xa))
VARS Xa X3 DA
OA-10
LHS (ASS IGNSH DA X3 X6) (RAT[ST 1S X3 (1Q XJ (QUOTE wALK:TOM
(SATISTIES X4 (1Q X6 (QUOTT LINDI RBANANAS)))
mor
(EXISTS X} X2) (ASSIGVGN DA X1 X7
NOT (EXISTS)(VEQ X) X3) (VIQ X2 Xa)M
S (IS5 MEOA UA (QRIDTE OA-10)) (NOT (ASTIGUSH DA X3 Xx4))
VARS X8 X3 DA
bA-9
LS (ASSIGWSN DA XJ X&) (SATISTIES X3 {1Q XJ (QUOTE MOVE:1O))}
(SATISFILS x4 (tQ x4 (mn UNDF ®BANANAS)))
noT
(EXISTE X1 X2) (ARSSIGNSN DA X | X7)
(NOT ((Ix)1STR) (VEQ X} X3} (VFQ X7 xa)}
S (ISSAMEOA DA (QUOTE OA-9)) (NOT (ASK IGNSN DA X3 X4))
VARS X4 X3 DA
DA-13
LHS (ASSIGWS & DA X3 X@) (SATISFI[S X3 (EQ X3 (QOTT DuvaavIl)
{SATISF IS X8 (FQ X4 (QUOTE ONPOR)])
ooT
(EXISTS X1 X2} (ASSTGVAN DA X | X2)
(MOT ({EXISTS) (VEQ X ) XT) (VEQ X2 X&)
WG (ISSAMEOA DA (QIOTE OA- 19)) (WOT (ASRICNEN DA X3 X4))
VARS X& X3 OA

ic-t

LHS (GETLPCOMPON L) (SATISTHIS L ((QL (QUOTT LP- 1))

WS (MASLPCOMPON (QUOTE (P 1) (QHIOTE MONKE YHAND)) (WOT (GE TLPCOMPON L))

VARS L

AN-}

LS (HASL 1V DO 1 O N0) (SATI' T I1S L0 (TQ 1 0 (QUOTE MONKE YHAND)))
(KATIST 1S NO ((Q VO O))

RS (VASNAW DO (RIOTE AP ()} HASIPCOMBCN (QUIOTE L P- 1) (QUIOTE MONRE YHAND))
(NOT (IXTLPMET 00)) (NOT (HASE [ve 0O L O WO)Y)

VAZS NO {0 00

LAy

LS (APPLYLOCHROG L O) (SATISTIIS L (EQL (QUOTE LP. 1)) (HASTOPNONT O 1)
QIS L1 NI NO)(SAIISITES L QLT (OTE unnm»musvn wov

B (1 OCHROGAI S T L O V) (MOT (AP YL OCPROG L O))

VAFS VMO LI M) 0L

L\c.2

A b s

LMS (OETLPCOMPON L) (BATISF S L RQL (QUOTE LP-2

WG ASLPCOMPON {RIOTT LP.T) IUDTE MOMIE VIR ACE)) (Y (SL TLPCIMOSN LI

vass L

%2

LM (AL TWE DO LO WO) (SAT ISV ITS L O (1Q LO (QUIOTT MON VELACEN
(BATISTIIS 4O (1Q MO 0N

G (HASNAML DO (QUOTE LP-27) (HASL ACOMPON (QUOTT LP-T) (QUBTE MENIE v ACEN
(T IXTLPVET DO)) (NOT (MASE THX DO LO WON

VANS WO (0 DO

‘N2

s (mumt mnuvnu .Ql (QUOTE LP-2I) DUMETOINENE @ 1)
QIS LE A WD) (SATISF TS L | (TQ LD (QUOTE MOWREYMLACEN) OWNEVAL I V)

BE QAOCMOGATSIAT L O VY NOT (ASLYL OCIRO0 L 0N

VAR YMOLINLOL

L3

LMS (GETLPCOMPON L) (SATISFHS L (IQL (QUOTT LP-3)

DE (ASLPCOMPON ((RIOTT LP-3) (UOTE BONPLACE)) (VO (5K TLACOMPON LN

yarsL

3

LHS (HASL JI DO LO WO) (BATIST ITS LO RO L0 (QUOTE BERALACENY

. (BATISFIES MO (1Q MO O0)

S (HASNAME DO (QIOTE LP-37) (MAS PCOMPON (QUOTE LP-3) (QUOTE BONSLACEN
NOT (EXTLPNET DO)) (V0T (eASL (N DO 1O 40))

YIS 40 1 0 00

A3

LHE [APPLYLOCPROG L 0) (SATISFIFS L (1Q L (QUOTE LP-3)N (MASTOPNOOE © M 1)
QIS LI N NO)(SATISFITS (L | QL1 (GIOTE SOXMACTIN (ASVAL WO V)

NS (LOCPROGAESILT | O V) (WOT (APR v( OCFR0G L OF

VATS VWOLINIOL

R R R

09-1 -8
LM (TESTONET X 1) (RASTOPNONE X | X7) (R TNKS X3 X2 X@)

* (SATISFIES X3 (1Q X (QUOTT AOXSLACEIY OSYAL X8 X9)

(SATISF 1ES X3 (£Q X9 (OUOTE ALACT 1)) O 1WMS X6 X2 XT)

T BATISFILS X6 (EQ X8 (QUOTE MONKE YL ACE ) ASYAL X7 X0
{SATISF(FS X8 (EQ XB (QRIOTT MLACE 1))}

S (ISSAME X1 (QUOTE IN]T JAL ORETT) (LIOTE ON-1))

(HASLHS (QUOTE OB-1) 8 IGET (QUOTE OB-)) (IOTE LMD

VARS X8 X7 X& X3 X8 X3 %2 %}

o2

LMS (TESTONET X 1) (HASTOPNONE X ) X2) (L IS X3 X2 X4)
(BATISFICS XJ (1Q X (QUOTE BOXMLACE))) (MASYAL M4 X3)
(BATISFIES X3 (£Q X3 (QUOTE M ACE2))) (L IS X6 X2 X7)
(BATISF H'S X8 (£Q X6 (QUOTT MONKE Y#L ACE))) (ISYAL X7 XB)
(SATISFILS X8 (£Q X8 [QUOTE ALACEZ)

DS (ISSAME X} (QUOTE 0-1) (ROTT ON-70)

(HASLMS {QUOTE OR-7) 8 (G T (QUOTE OB-27 (RIOTE LMD

VARS X8 X7 X8 X3 X4 X3 X2 X}

08-3°08 " .

LMS (TESTOMET X 1) (LASTOPNONE X | X7) (L TS X3 X2 X&)
(SATISFIS X3 (£Q X3 (QUOTE BORSLACE))) MASVAL XE X3)
(SATISTIES X% (£Q X3 (RIOTT M ACI M) (A 1A X6 X2 X7)
(SATISFIES X6 (£Q XG (RIOTE MONKE Y ACE))} (MASVAL X7 XY
(BATISY HS XB (€Q X8 (XIOTT ONROX)))

DS (ISSAW X1 [QRIOTE 0 21 (QUIOTE ON-3N)

(OASI S [QLOTE DR-3) B ICET (OLOTE 08-3) (OUOTE LM

VARS X8 X7 X6 XS XA I X2 X}

o84

AMS (TESTONET X 1) (MAS TOPNOOE ) X 2) (L TNNS X3 X2 X0)
{SATIST ItS %3 ((Q X3 (ROT{ BOXM ALEN)) MASVAL X8 X9)
(SATISFITS X5 ((Q X3 (QIOTL A ACT2N) L IS X6 X2 X7)
(SATISF IES X6 (1Q X6 (IOTL MONEL YA ACT)) PASYAL X7 X8)
(SATIST IS X8 (tQ X0 (QUOTL PLACT 2N

B (1SSAME X) (QUOTL 0.D) (RIOTE ON-4))

PASLHS (QUOTE OR &) B (GT ! (RIOTE OR-4) MV( L

VARS X8 X7 X6 X3 X4 X3 X7 X)

on-%° 08"

AMS (TESTONET X 1) MASTOPVONE ) X2) (L RS X X2 u4)
(SATISTHS X3 ((Q X3 {QOTI ROXPLACT))) (HASVAL X8 X3)
(BATISF IS X3 ((Q X9 (QOTT M AV 2IN) ( 1S X§ X? X7}
(BATISF TS X8 (1Q X6 (QUOTI MONEL Y ACE))) DASYAL X7 XY
(SATISFI1S X3 (1Q X8 (QUOTL LNOF PRANANAS))) -

G (1SSAME X ) (OTL 0 %) (ROTL OR-9))

(MASLIS (QUOTC OR-S) § (L T (QUOTL ON-9) (QUOTL LN

VAR X8 X7 X8 X3 X6 X3 N2 X|

[ 2]

NS (TESTONET X 1) (MASTOPNONE X} X2) (L IS X3 X2 X8)




o SAWLL CREATEO 42T PRODUCT1ONS ‘ o

(SATISF ITS X3 (1Q XJ (QUOTT BOXM ACTI)) CASYAML X0 X3)
(SATIZF IS X9 (FQ X9 (QUOTE MLACK 21N} O INKS X6 X2 X7
(SATISF IS X@ (fQ X6 (QUOTE MONKE YPL ACT I OMSYAL X7 X8
(SATISF (FS XB (0 XR (QUOTT MU ACE2IN

S (1SSAME X1 (QRIOTE 0-6) (RIOTL OR &)

OHSHS (QUOTE O 6) 8 (LT (QROTT OR-6) (QUOTE LW

VAPS MR X7 XE& XS X6 X3 X7 X}

0f8-7 " o8 "

LHS (TESTONET M 1) CASTOPNONE X1 32) (L TARS X3 X7 4)
(BATISF I[S XJ (1Q X3 (RIOTE NOXPLACE))) PIASVAL X8 N3)
(SATIST 1£S X9 ({Q X3 (RIOTC UNDFRDANANAS)) (L 1ANS X6 X2 X7)
(SATISFICS 26 (1Q X6 (QUOTE MONKL YALACE))) (MASYAL X7 X&)
(KATIST IUS XR (£Q X8 (QUOTE LINDF RTANMIAS))

WS (ISSAME X} (CUOTE 0-7) (QUIOTT O8-7)

(HASL S (QUOTL OA-7) 8 (GET (QUOTE ON-7) (RIOTE LM

VARS X8 X7 X6 XS X8 X3 X2 %)

o8-8 .

LHS (TESTONET X 1) (HASTOPNONE X1 X2) [ TS X3 X2 X4)
(SATISFIES X3 (£0 X3 (OUOTE GOXPLACE))) MASVAL X8 X3)
(BATISF1ES X5 (1Q X% (QIOTE UNDERNANAVAS))) (L TNMS X6 X2 X7)
(SATISFIES X6 (£Q 76 (QUOTE MONCE YA ACE))) DASYAL X7 XB)
(SATISF 16S X8 (1Q X8 (QUOTE ONMOX)))
or

{EXISTIS X9 X 10 %) 1) (L IS X9 X7 % 10)
(SATISF IES X9 (1Q X9 (QUQTE MONKEYHAND))) MASYAL X 10 X 11)
(SATISTIES X110 (€ X1 1 (QUIOTL BANANAS))
WS (ISSAME X1 (0T O-K) (QuoTt OR 8)
(HASLHS (02370 OR-B) 11 (GE? (QUOTE OR-8) (QRIOTE (HS))

VARS X% X7 X6 XS XA X3 X2 X

08-9

LMS (TESTONEY X 1) (HASTOPNONE X} X2 (L I\KS X3 X2 X4)
(SATISF 168 X3 (£Q X3 (QUOTE NOXPLACE))) MASYAL X8 X3)
{SATISY IS X9 (£Q X3 (QUOTE LAOF RDANANVAS))) (L 1AKS X6 X2 XT7)
(BATISF IS X€ (£Q ¥6 (QUOTE MONKE YPLACE))) (HASVAL X7 X}
(RATISFTES XK {10 X8 (QUOTE ONHOXI N IIXS X9 X2 X 10)
(SATISF 1S X9 (1Q X7 (QUOTE MOWKE YHAND))] ONSYM X 10 X1 1)
(SATISF 1ES X111 (Q X111 {QUOTE BAWANASIH

WS (ISSAME X1 (QUOTE 0-9) (RIOTE OH.9)

HASLMS (QUOTL OR-9) 11 ((XT (RIOTE OR-9) (RIOTT LS

VARS X111 X 10 XT X8 X7 X6 X3 X4 X3 X2 )

KUY OF NE T PRODS F ROM MRO LN

APPLYL OCPROG
LMSUSIS LA 1 LA-21LA]
MMSUSLS -LA-1 -LA.2 (A3
ASSIGVEN
ALHSUSTS DA-1 DA-2 DA-8 DA.2DA- 10 DA-9 DA 18
MESTIDL DA-1 DA.2 DA.4 DA.3 DA- 10 DA.9 DA.15
MSUSES .DA-1 -DA-? .DAS .NA.J DA.10 DA.9 .DA-1S
GETLPCoMpON
LHSUSES (C- 1 LC-21C-3
BMSUSES LC-1 4C-2 AC)
HASE 1M
LHSUSTS LN-1 LN-2 LN-3
MHSUSTS AN-) IN-2 LN-3
HASTOPNODE
LHSUSCS LA-1 LA-7LA-208-1 ON.7 OR-3 084 08-9 OB-¢ 08-7 08-0 08-9
HASYAL
MESTEOL ON-8
(81 £
NESTEDL 08-0
TESTOM Y
LHSUSIS 08-1 087 O8-3 08-4 08-3 08 ¢ 08-7 0A.8 08.9

v

L G-6 1 TRNRICPM 01-7 10 DFSTPED:OBJFCT (FROM G-1 AWD G-2)

fowendis €. OLIANED ADMWICR OM THE SERKEY AMD DAMAMIE TASK
FONKEY MITH EPWST M0 WEIELL TABLE OF COMMCTIONS

G-1 1+ TANSFOPM INITIAL:CRJECT TO DESISED:OBUECT (FRON TOP)
LOCIPPOG LP-1 (MO EY:HMDI
. B2 + PEOUCE UNDEP TO DWW AT (MOMKEY. MDY OF JWITIAL:ORJECT (DIFPIC 305!
(FRO G- 1) :
LOC1PPOG LP-2 ¢HOM EY: LACT)
LOC:P9OG LP-3 (80T M ACE)
« o G-31 APTLY QLIMD 10 INITIAL:ORJECT (DIFFIC 1089) (FRON G-2)
ASSICHS DUTY « DWW N
. .+ G-4 1 PEOUCE MLACE! 10 RLACLZ AT SIONYEY:PLACE) OF INITIAL:OBJECT (DIFFIC
109) (SRON G-
WPLY LK TO INITIRL 1 ORJECT GET O-1 (MALK)VD PLACER)
G-4 RLCLEDS
+ G5 ALY CLIMG 10 0-1 (DIFFIC 108) (FRON G-3 M® G~¢)
ASSICNS DUSTY - DWW
0-) (BOY:PLACE PUACEZ PONEY1PLACE PLACEZ)
ALY CLIIG 10 0-9 GEY O-2
6-5 SUCCEEDS
G-3 SUCTECDS
G-2 QKCLLOS

0-2 180Y: A ACE PLACEZ MOM EY:PLACE ON:0I0X)
.. G2+ PEDUCE UNDFF 10 DS AT 1MONKEY: HAND) OF 0-2 (DIFFIC 305! (FRON
C-6?
0-2 1807:PLACE PLACK ™ HON EY: PLACE ON: BOX)
. . G-8: MPPLY QLIM 10 0-C OIFFIC 10@) (FROM G-7)
ASSIGNS (UIRTY o BWMS
0-2 (80Y:PLACF FLACF2 MOMMEY:PLACE. ON: ROY!
. . G-9 v RPEOUCE DN:B0Y T0 MLACEZ AT {MOMEY:PLACE) OF D-2 (DIfFIC 100) ¢
FPOM G-8!
0-2 (O, PLACT PLACTZ MOM'EY)PLACE ON«BOX)
APPLY WK TO 0-2 CEF 0-3 (ALK T MLACED)
0-3 1S WE SHE #5 0-)
G- SUCCEEDS
e o« . G180 ¢ APPLY CLIM@ 10 D-1 (DIFFIC 108) (FRON C-® MO C-B)
ASSICNS OUITY o BIMMWS
0-1 tBOY:PLACE MLaCl? MOMEY: PLACE MLACEDY
_ APPLY CLIM® 10 D-1 GET 0-¢
D-¢ 1S 1NE SAE A8 D-2
G-10 -SUCCEEDS
G-8 SUTCEEos
G-? SILLEEDS
. o G=11 1 TPANSFOPM D-2 TO DESIPED:0BJECT (FRON G- AND G-2) *
0-2 180Y:MLACE PLACEZ MONKEY: PLACE ON:80X) :
REPEATID GOnL: G-11 G-6

RETPTING QRO C-4
G- FAILED
FETRYING (-3
G-3 FAILED
RTRVING G-2
«+ G-12 1 APPLY GFT: RS TO INITIAL:OBJECT (DIFTIC 208) (FROM G-2)
MSSICNS DUPTY  Broams
«+ .+ B-13 1 REOUCE PLACEY 10 (NDEP:DANMGE AT (ROX:1PLACEY OF JMITIRLIOBJECT (
OIFFIC J0M (FPOM G-1)
WPPLY LK TO INTTIALDBUECT GET O-8 (48X 1 TO UNDER: DANANAS }
6-33 SUCTLEDS
oo Gotd 1 APPLY GET:BAMWAYS T0 O-§ (DIFFIC 208) (FROM G-12 AND G-13)
" ASSICNS DUYY « Bauws
0-§ (B07:1PLACE. TUACED MOWF T PLACE UNDFP, ANAS ) ’
oo 0 GRIS 1 PEOUCE FUACEZ 10 (NOFP: RWAWS AT (ROX:PLACE! OF O-6 (DIFFIC 200
(eon G-14)
0-§ (MOT:PLACE PLACTZ PMOM EY:MLACE UNDER: RIS ) '
¢ oe o0 BR16 1 APRLY MOUE-ROT TO 0-S (DIFFIC 0@ (FRON G-151
. (ASSICNS MO (10 - LNDFP: (sintwns
0-$ (B0V: PLACE MLACTS MOM £ Y:PLACE UNDEP) Bams) -
e a . G171 PEOUCE UNDEP:(WMWAS TO MLACTZ AT (MONKEYALACE) OF 0-5 (
DIFIC 100 (FPR C-16)
0-5 (ROY:PLACE MLACT? FOM EY: PLACE LINDFP  DWNAAS )
MPRLY WALY 0 0-S CET O-6 (WNLK:TD MACED) 1
0-6 1S '€ S #S 0-1 ' -
0-6 1S € S¥E 5 0-1
C-17 SULCEEOS
e e . G APTLY MOVEIRDY TO O-1 (DIFTIC 100 (FRON G-16 MWD G-17)
MSESICNS MOVEL10 - LNOEP: Wins
0-1 1801 ALACE PLACT? MON LY/ MLACE PLACT2)
MPRLY FOVE-A0% 10 0-1 GET 0-7 (PDVEITO LNDER BANNIS
G- 10 Succeeos
G-16 SKCEE0S




orse DETATED RTHAVIOR G Tig MOMREY AND BANANAS TASK

G-1S QKIS
v o+ 619 2 APILY GET:00S T0 D-7 (DITFIC 200) (FPON G-1¢ MO C-15)
ASSICINS DAY < AVAWS :
0-7 (0¥ 1PLECE UNDEP: (FONORYS MO £ 7: MLACE UNDIP: (omims )
e .. . G-29 . PEOITT (NP (SORMMS TO (N:HOY AT 1IOWEY: ILACE) OF 0-7 ¢
OIfFIC yrn: LTPON G- (91
0-" (AOY:PLACE UNDEP: (Wowems MO L1: MLACT UNDEP: (Moms ¥
APRLY CLIM TO D-" GET 0-0
G-00 |Kceeos
e v o v s G 1 tOPLY GETWeWNS TO O-0 TDIFFIC J0R) (FRON G-19 AD s-m
ASSTINS DLIETY - BV
0-@ ROV PLUCT UNDED: (NAMWNS POM £V PLACE ON: D)
PPLY GE 1:(boewns T O-0 CEY 0-9
G-C3 NXCEEDS
G-19 SUCCFCOS
G-1¢ SUCCEEDS f
G-12 SUCCECOS
G-2 SWCCEEDS
G-22 + TRNSS WM 0-9 10 DESIATO.OBJECT (FPOM G-1 AD G-T)
0-9 1B0Y: ML ACE UNDFP: (éwemS MOMEYHAND DANMS lnttm'ut! N 80%)
G-2¢ KK CEEDS
G-1 SACCELDS

SUCCEED ¢ TOP 0-9%
PUN TIME S NIN. .23 SFC L

(412, 1P FIFE weer B gsr,
321k 1590 h: 11 ] »3 1) 2.« L% .
€.0349 ¢. 190 #.335 0.1 SEC e

1777 INSEPTS 1746 DELETES 368 WPNINGS 156 MEN OBUECTYS.

PAX (SMPX LENGTH 99

COPE TFPEE.FURL): (12300 . 2179 USED (7670 . 6M)

tACTS -LOAOPS (GPSI (. €YP1 (GPSP . MRCH IGPSP . [P (GPSF . CXP) (QPSK : EXP)
(GPSU . EYP) GPSC RUN SI®ILIPTY

FIPED 119 OUY OF 43 FPODS

ADDPPODP 1DA-11 (Ds-16) 100-18) (DA-2) (DA-31 (DR-4) (OA-9) (A1) (La-2} (LD
(LC=12 (LC-T) (LC-3) (IN-1) (LN-2) (LN-3) (0D-1) (OB-2) (0B-3) (OB-4) (0D-S)

L00-61 (08-7) (08-8) (DR- I

ASSIGNS (1, (D=1 DLPWtY SIS} 10010 WL Y 1 TD LNDFP: RWS)

(DA~3S OUITTY ONIRICY) (D0-7 OLETIY Brdawny) (fw-3 MO 10 MLACT 2D
(0A-4 WLY:TO PLACES) 10R-9 MOUE : 1O LINDE P Psdn S )

CHANGES 1188, 'DUMIY ) (0IOVE - 100 1LY : TO)

COECVISELY 1G-13 CLIMDY ((-13 (AT BcwnS) 1G-15 CLIMB) (6-15 [ET: Pavans)
(G-17 CLIMB)Y (Q-17 CLT: OIS T (G- MOA:ROY) (G- LK) (6-00 (F L imns )
{(G-2€ MOVE:NOX) 1G-0f WLK) (G-4 CLIMIY (G-4 GET DaweS) (G-? MOVE:BON)
(G-7 WL X) 1G-9 CLIM) 10-9 CET:BaanuwS)

FAILED (G-3) (G-

MASACIIAL (ORY tG-1 INITIRLIORJIECT) ¢G-10 O-1) (G-31 O-) (G-12 INITIM (OBJECTY
€(G-13 INITIALIORJECT) 1C-14 0-8) 1G-15 O-5) (G-16 0-S) G-17 0-5) (G-19 O-11
(G-19 0-2) (G-2 INITINL,0BJFCT) (G-2@ 0-71 (G-J1 O-8) (G-32 O-9
1G-3 INITINL:CRIFCTY (G-4 IN)VIALOBJELT) 1G-S O-31 1G-6 0-2% (G-7 0-)
1G-@ 0-2) 1G-9 0-0)

‘HASANTEC 1G-10 G-9t (G-11 G-7) (G-34 G-13" 1G-18 G-17) (6-19 G-15) G- G-29)

(6-22 6-2) 1G-S G- 42 (G-§ G-J) .

HAVSDES:ASH (G-10 DN-2) 1G-12 t-2) (G-13 ONV-9) (G-13 DN-10Y (G-1¢ DA-2)
(G-15 DR-9t (G-15 DN-10) 1G-16 DA-31 1G- 47 OR-41 1G-17 DN-31 (G-10 DN-M
(G-19 DA-21 (G-2 ON-11 (5-D OR-21 €G-08 DR-15) (G-21 D9-23 (G-3 D1
(G-4 DR-3) (G-4 DA-4) 1G-S D=1 (G- D73 (G-0 O0-20 16.-8 DN-3) (5-8 D4t

HASDESTPED: R rG-1 OESIPCODRJECT) ¢G-11 DESIFEQ:OBJECTY /G-22 DESIFEO: DBNECT)
(G-6 DESIPED OBIFCT?

MASDIFFIC (G-) 3NR) (G-10 1RO (G-12 20 (G-13 2O (G-14 2001 (G-15 oM
1G-16 170 1G-17 10AY 1G-18 1A 101D 1A 16D G) (G-00 100 (G2 100
1G-22 M8 1G-3 1) 1G-¢4 1) (G-§ |M1 1G-6 30G) (G-7 IS) (G-8 1o
(G-3 100

MASDIFFR (G-13 LP- 3 PLACEZ UNDEP WG] (G-15 LP- 3 FLACEZ UNDEP: Do)
1G-17 LP-2 IINDEP: oA R sCE2) 16-7 LP-1 UNDEF Deawdms)
1G-20 LP-2 NP (WARAS ON-DOYY (G-¢ LP-J PLCEL PLACEDY
1G-2 LP-1 UNDEF (o iiS) (G-9 LP-D (N:1I0Y M a2

MASEXTREPP (INIV DL -TRIECTY 100y PUACF PLACE2 PONMEYNLACE ALACED))

(WP=1 (MM EYIINDI) (LP-D 1O FY:MACF1Y 1LP-3 (QOT:PLRCE N

(0= (NOX:PLICE PLICFS POMEYIFLICE MCESYY

(0-2 (ROX:PLACF PLACED MOMFT:MsCF ON: OV

(0-5 (00N PLACE PLACED MONVE Y TLOCE LNOF P edkem§) )

(0= (00X PLACT. UADEP: (idedn MON E1:PLuCE INDFP: vgwonS 1 )

(0-0 (AOY:PLKL UNDEP (b S MOM EYFLACE (IN- 10X

(0-9 (AOX:PLACT IINDER (WAt S PONS  ¥1 100 (KMANMS MOM FYPLACE O 80X 1)

HASPMOVE 1 COMPON 1CLIMD CL aPB (D) 105 T: WS (A1 UMDY Dawens )
tHOVE 1 DOY MRL 4PB /OB 1ALy M) 48 1P

HASOP (G- 10 CLIMDY (G- 12 CET:BAMYS) (G-13 CLIMDY (G-13 (LT BNIAG)

o7

1G-19 NOVEL80X) ~1G-1) WALK) (G-1¢ GET:OMNME) (G-15 CLIMDY (C-IS GEYBaenimg)
(G-15 MOAE:8DX) (G-15 WAMLK) 1C-16 MOVEBORY (G-17 CLIMDY (C-17 CET:DMmg !
$G~17 MOVELAOXD (G-17 WAY) (C-10 MOVE:ADXY (C-19 CET0MewmE! (G-2 QLI
(G~2 GET\BMRIMSS 1G-> FOVELB0X) (G-2 WMLY) 1G-00 CLIMDY (C-0 OETBNweng )
(G-2® MORE RO (G-2¢ WYY (G-21 CET:eME! (G-3 CLINDY (C-¢ CLIMDY
(G4 GET:(edneps) (G-¢ MOVE:ROYS (G- wal? (G- CLIMDY (G-7 CLIMDY
G- GLT 10505 ) 1G-2 MORE:BOY) (G-7 WK Y (G-0 CLIMDY (G-9 OLIND)
1G-9 GET:000emS) (G-9 MOV FOR) 1G-9 MALK)

WASOP:DIFFP - (G-12 GET:0ommE LP-3 PLACTZ (ORIR: DS
1G-16 MOVE:ADT | P-2 \NOFP: BANANAE PLACED? (G-3 CLIMD LP-2 PLACE] vuuz-
(G-§ CL{"M® LP-2 ON:ROY MACEY?

HASOP: DIFFP:ASG (G-17 MOLE:ROY DA-9 A-11 100 LP-2 MLACF) MACED)
1G-7 GET1OVMWAS DA-2 A-2 200 LP-3 TLACE2 LADER 1 BANAG )

WASSUPEPIGONL 1G-1 TOP) (G-10 G-8! 1G-11 G-t (G-12 G-21 (G-1D G-~12) (G-14 G-Iy
(G-1% G-14) (G-1§ G-15) {G-17 G-16? {G-10 G-18) (C-19 E-19" (G-2 6-1)
1G-20 G-199 (C-21 G-19) 15-32 G-1) (G-D G-21 (C-4 s-m (G-$ G-3' (G-8 G-
(G-? 6-6! {G-@ C-?V I5-9 G-

WASTOPNODE 10177 :OPOFR NB-11 COUS=1 M1 "CSNITIAL s OBJECT NI=10 (0-1 N-2)
(0-2 N-S1 (0-5 N-14) (0-7 H-2B1 (0-0 H-730 (0-9 N-D80 (TABLE:COW 9-1)

HASTPWCE I LEVEL (G-1 17 (G-10 SV (G*17 3V (G-13 40 (G-14 &) (G-18 §¢ G-16 @)

(G-17 7% 1G-10 75 1G-19 & (G-2 29 ¢G-J0 61 1G-21 6) 'G-Zl 23 (C-3 B (C-4 %)
1G-5 4 1G-6 2) 1G-7 3 1G-0 O 1G9 $) (TP @

MBS\, IN-1S PLACT2Y (N-16 \NDFP: BAWAMS ) (N-2] UNDFP . DANNAS ) .
-2 UNDEP:[MOSOS | IN-T4 UNDFP: (sonwiS) (N-JS ON:NOZ) (N-7 UNDFR: DS )
(N-08 ON:ROYY (N-29 RMAWMSY (N-3 PLACED) (N-4 PLACEZ) (M-§ MACED)

IN-7 :ADY) (NIR-5 30 IN13-1 20 (21 PLACEL) (MD-) PLACER) (MS-) P« SET2)
(MG-] (P:SETS) IN7-1 OP:SETY)Y (W9-1

MAS\RP (L] DUPRIYY (GBI DLPOTY) ‘(@1 FOVE: 10! (M) MALY:TOY

INGET CCLIMG OP-SETZY (LET:RWAWWS OP:SEIT) (MOVEBOX OP+SET2Y (WX OP:SETD?

TSPALY:GON (G-I (G120 (G-14 1G-16) (G-18) (G-190 (G-21) 1(G-31 (G-$? (G-B¢

1SDESCPIRED:OB) (DESIPED: NBUELT)

1SOUwY (OUN-))

ISTOATOP (CLIMDY (GEV:DamemS) 1MOVEBOX) (MK}

ISPEDUCE:CORL (G-13) (G-1S) 1G-17) (G-2) (G-D0" (G-®) (G-?) (G-}

ISSAE OV (0-3 O-1) (D-4 0-2) (0-86 O-N

I1SSARE: G0 (G-1{ Ge®d .

I1SSET 10P:SET) .

1STParss (GO (G-1) (G-11) w-m 1681

LABT: DwET (DA~ IS

LAST.LIET iLa-3N

LASTOMEY 10B-9)

LINS (@OT:PUACE Ni-1 N3-11 (@OX:PLACT Ne-| W2-1) (90W: 1 PLACE M- MIL-3)

(BOXs PLACE N-D N-3) (BOX:MACE N-S N-6) (BOX:PLACE N-14 M-)$)

(80X, PLACE N-70 N-21) 100X: PLACE N-23 M-2¢) (SOMPLACE 0-08 N-C71
(POMEY:HIND Ne-1 N6-1) (POMEY:HAND NB-1 NIG-1) (MONEY: 0D N-J6 N-29)
MONEY:AACE NI-1 N2-1) (FOMEYIPLACE We=) ME-1) (PONEY:PLACE NB-1 W9-10
(MONMEY:MACE N-7 N-4) (MOWEYPLACE M-S N-2) (MONKEY:MLACE N-14 N-16?
(MO EY PLACE N-00 W-22) 1PONET:PLACE §-23 N-75) (HDWEY:PLACE N-28 N-281

METHODS:ETH (G-3) (G-4)

INIT (T)

NEXT:COAL :APTLY (G-13 CXT:MVemS DR-2 208) (G-15 GET1SVVWME Dn-2 200)

1617 MOLE:ROY DA-8 1O 1G-70 CET1BwemE DA-2 100 (G-¢ CLIMD D=1 100)
1G-9 (L1 Da-2 100)

NEXTIGOA : TS (G- OESIALO:0BJECT) (G-P OESIPED ORJELT)

PGP ((@-1) (0B-2) (0B-3) (0B-4) (0B-S) (0B-8) (OB-7) (OB-O) (0B-9)

REPMSP 1(B-1) (08-3) 10D-S1 (08-7) (0B-@)

SUCCEED 1T0P O-9N

SUCTEEDED (G-1 D-9) (G- D-0) 1602 0-9) 15-39 0-§) (G-1¢ D-9) 15-18 D-2)
(G-18 0-7) (G-1? 0-1) 1G-18 0-"" (G-19 O-2 1G-T 0-2) (G-2 0-9) (G-20 O-9)
(G-t 0-9 (G-22 0~ (G-3 B-2V (G-¢ 0-1) 1G-S 0-2) (G- 0-2) (G-8 O-2)
-9 0-10

TPNLE: IND (2}

TNCE: Y (INITIR - ORJFCTY

PeCING (T

TPYPP (G-13 MK -MOX) (C-15 WLK) (G-17 MOVE1BOX) (G-7 GETONNeG)
1G-8 MOV - RON)

VR DOMATN 1OUMPTY ON:ROT I (DLITIY BAMIRG ) (FIOVETO MLACTL) (IOVE: TO ALACEZY
IOV 1 TO LNOF®: Didwions ) (ALY 1 TO PLACL I FO0ALK) 1D MLACEDD
(ALY 1 10 UDED : e dnS |

(MOMKEY WITH EPWST MWD MEIELL TARLE OF COMMECTIONSY
91-t go-1 F6-)
VI-} £2-10 FI0<) 1<) £1-0 X3=) ¥X3-2 WE-) FR1) FID-t ¥O-} K§-} X§-Q
V20 K22 N 10e) HEL-2 TO0-0 P01 FO0-) P3O0 T2R-) FIS-) PIO-) FS-) F36-1
E1-0 ME-1 ASO-8 Q-1 F-1 F2-1 F3-1 751 ¥10-1 WTE-) Ot~} LA-1-3 O2-1 DI
(AR ERN STRIII NS LN S TH
V-1 791 CI-2 /C-1 MIB-1 LA-1-2 NES-1 NB2-2 MI2-3 MI2-¢ NYeA-1 1373-)

[ 8




B S—

DETATLED SENAVIOR SN THE MINRTY AND QANANAS TASH

FI78-2 M375-3 M34-1 MIG-]) MIGA-) WI73-9 RITS.S WHP-) NP-2 FEA-{ F50-2
FE2-1 FE2-2 FE3-1 FEI-2 FS8-1 £S8-2 FS2-1 OF -1 OF-Z MHCW-] Nep-) QOC-1 712
F2-2 $3-2 FS-2 Q-1 192-1 01-2 LA-2-§ OF-7 D5-1 MONF-1 NRU-1 M8-2 QOG1-}
F3-3 F2-3 F3-3 £5-3 QE-7 M3-2 D3-3 La-3-1 D2-3 05-2 MF-2 MS-1 M1 F§-3

W1 V-1 F0-1 -3 N3} M50-) 15)-) FG-4

VR-2 792 E1-¢ Q-2 MI0-2 Lé -2 MI2-§ NI2-6 NR2-? ﬂ!? -@ NIP-I NIeR-¢
MRA-D HI4A-I NI NI7-2 NI7-3 NIV ¢ FEO-3 FGO-¢ FE2-3 FS2-¢ FS3-3 1§3-¢
FSE-3 FSB-¢ FS7-2 OF -3 OF -4 PMIS-D MA0-T 19443 MAT~) MHIU-2 M0-e Gai-) C)-)
€31 €32 V431 M=) F)0-2 X3 X1-4 €2 ¥3-4 X6-2 (B-1-1 FI1-2 F)4-) F15-1
SOT VL NI-T 030 KUL-I FIND FRI-2 F21-3 1787 T23-1 125-2 F30-2 P 8-}
£36-2 ¥ 3B-3 lll 1 78-S

V) UP-2 -y 19-2 €8-S
143-2 1-2 F18-3 X}-5 X1-6 ¥3-5 X3-6 ¥6-3 £11-3 F13-2
K74 ¥11-4 K§1-5 F20-3 F21-4 F29-3 F22-2 FIG-2 F25-3 FIN-3 135-2 FI5-¢ £12-y
€12-2 €10-1 FG-6

V3-8 V2-2 F2-2 £1-6 N)-2 IOM-2 -7 F)-4 LN-1-L VIO-T 920-2 014
LA-1-3 02-¢ 03-2 K22-2 N22-2 MO -2 NT8-2 N24F-2 I07-) F6-?

VG-3 UZ-3 £9-3 £1-7 /C- 3 M-I LA-1-4 NI2-8 N32-10 NI-11 MYC-12
N3P-S NIP-K NI40-9 NITS b MIM-2 M%7 NIGA-T NIT-§ NIT-6 1SS FS-6 DR-2-1
DA-C-3 FEI-1 F81-2 FSIN- Y F-R OF -7 Ma(8-] Maf-§ QOC-2 FI1-% LN-2-1 F-3 mep-3
OL1-S Ln-J-3 076 05-3 MeF-3 04U-3 M- Q0G) ™ FI-6 LN-3-1 0% -¢ M -4 DI-6
LA-3-0 02-6 05- ¢ PIF-¢ MIL.D e g R

U2 U2-3 U0-4 TR A ED-0 MY QM0 15t-T FR-Q

UB-4 VD5 FO-0 F)-9 MO0 MI0-4 LA-D-4 W32-13 NI7-14 N0-)3S MI2- 16
HI40-K HISO-K NITS- D NITS @ MIMP-D NP R FSN-T FSO-P DI-3-) 751-3 FSIN-}
FSO-0 Dn-4-1 FRI-4 FSIN-T GF-@ OF -G Mrsi- ¢ Ne0- 0 MEQ-D MeoE-O WHU-I Mp-Q
Q-2 C1-3 €3-S C3-F 1423 Me)-3 F1N-4 X{-7 21-@ ¥3-7 23 A v6-¢ OR-3-1 OR-2-1
FI1-% F)4:2 F14-3 F15-0 FIS-3 1G4 V-8 0 0-3 41-4 ¥1-5 11-6 13-0 ${1-6 F20-¢
F21-S F21-8 F23-0 F25-4 FIN-4 F34-7 FI6-5 I 36-B Fen-§ £21-7 F21-9 721-3 F2e-4
Fe1-L FeZ-1 FA4-| Fa7-1 Fa7-2 €11-2 F6-10

VS-2 U7 4 VZ-6 FO- ¢ E1-10 13- ¢ 150-0
T43-9 N43-¢ F10-5 ¥§-9 VI-10 X3-9 ¥3-10 v6-§ 0B-3-2 F11-S Fla-4 FI5-4 v6-§
K)-7 K3-0 Fe0=-2 F21-10 F21-10 F21-12 FJ0-S F41-2 FAZ-2 F44-2 F42-3 F42-4
€12-3 E12-¢ €10-0 F6-11

V-2 V2~7 FN-1 £0-1 £30-1 €30-0 £31-1 €32-1 £32-2 12-§ M9-] Me8-2
MET-§ E21-1 E23-1 N3-S 159-1 MMG-1 E21-2 €20-2 M2-6 14N-T 19-€ MMG-2 INV-3
re-12

H3-2 M52-1 O -5 M-S QaC-) C3-2 €3-3 C3-4
-3 15-318-4 97-)

-1 MQ-18 00(-2 Cl-4 C3-7 (-0

W-3 V7.5 FE-S C1-1) N3-6& M50-3 M51-3 FG-33

VE-S F9-5 £1-12 M2-2 HI0-S (A-3-3 NIT-[D MIP-18 HIP-19 MI2-00 MIIP-9
HI4P-10 NIA-D MIN-0 BIT-2 NIT-8 NI7-9 FSO-10 FSO-§) FET-§ FS2-6 152-S F53-6
FSE-S FS6-6 157-3 UF -3 QF-1C M(S-S MO-11 QOR-1 F -7 (N-2-2 (F-S M2-§ DI-7
LA-2-§ 0Z-7 05-5 P4IF-S MU-5 M0-12 0d-3 C1-5 £3-2.03-18 17435 M1-S 106
Xi-11 X412 #3~11 ¥3-17 ¥6-6 F11-6 F13-I Q-0 45-515-6 1 7-S r?-6 ¥{1-? ¥i1-9
F20-5 F21-1) F7B-6 F22-3 Fi6-) F25-5 FI0-5 F35-3 736-7 €11-3 16-14

VS-3 U7-6 V2-8 F9-6 €113 N3-7 M57-3 (F~13 Mel-13 WOGI-3 F)-0 LN-3-2.
QE-6 ™2-6 DI-8 LA-3-¢ 02-0 05-6 MF-6 Mh-4 NS?-1 15]1-4 9G-S

VB-6 U2-9 F9-6 €1-14 N2-@ NIN-6 LA-3-§ MIT-T1 MIT-20 MI2-23 MA2-2¢
NIA-8 NI4H- I NIVS-9 NITS-10 NI4P || MIAP- 1T POA- | FSN-13 DN-9-] F54-8
FSIN-2 FSR-14 DN-10-] F51-6 FSIN-J (£ -14 0F -1 NICLE Me1t-14 QON-2 F).9
LN-2-3 QE-7 M7-7 D1-9 LA-2-6 O2-9 D5-7 MF -7 MIU-6 MN-1S Mee-3 Meg-2
N4S-S M2-4 FB-16

V-4 V2-7 V2-10 F8-7 £5-15 M3-0 PS(‘-Q "54-S F6-17

VE=? V2-1) F9-7 £1-15 109 H30-T LA-D-7 NI?-2S MI7-06 MIZ2-27 MIT-2%
MI4A-11 NIHN-12 NITS-91 NITS-17 MIP- 13 MIP-14 FON-1S FSA-16 DO-4-2 FG)-?
FSIN-3 FSN-17 O-F-7 FS1-0 FSIN-4 B -16 G <17 MUH-D MI0-15 ME4-4 IMaf -4
M0U-7 H40-17 Gad-4 C1-8 C3-11 €317 143-6 M1-6 F10-7 ¥1-13 X1-14 X3-13
X3-14 XG-7 OF-S-1 OR-4-1 OR-2-2 FI1-7 F14-§ F14-6 F14-7 FIT-1 ¥O-@ 6.9 V{10 °
FAO-3 F21-34 F2U-15 F21-16 FIB-D F4)-3 F475-) F4S-0 F15-8 715-6 v0-9 vO-10 .
K3=13 K1-32 V30D 01- 98 V3-X NV I1-0 T2N-6 F21-97 F21-10 F23-2 FIS-6 FI8-6
F34-3 F36-8 136-9 40-4 FIL- 19 T71-20 F21-34 1709-8 F4JU-1 FO7-3 F49-) £47-8
Fe7-8 €11-9 F6- 10

V5-4 V7-@ U2-12 FB-0 £1-17 13-9 15-¢ OF -10 M40-18 OW-1 CI1~? €3-13
C3-14 T43-7 1438 14710 5 10-8 N1-15 X1~46 %I-15 %3-16 ¥6-0 F1}-0 F13-4 Ke-1|
KS-7 VS0 ¢2-2 020 14-00 V13-31 F20-D F21-20 FPO-Q F23-4 FI6-4 T35.2 F 92
FI5-4 F2-10 €178 €106 €11-5 F6- 19

VS-S U2.9 \7-13 F9-9 [1-10 N3 10 M5>-5 F -1 M0-19 OG2-1 F1-10
LN-2-¢ 08 -0 HOT-0 03 19 LA-2-8 NS 10 05 8 MF-@ M5 1570 1846 1§00

VB8 (1°-14 O @ £1-19 N 10 11308 LA=7-9 PIT-29 MIT- 3 AI2-38 M7- 2
MIIR-15 MI4F )6 MIAP-)T M346-13 NIV I MIT- 41 PAS 1D BSO-IR FS0-27 FE3-7 #86-7
OF =20 REQ-0 GRC-3 C1-0 €3-1% £3- 16 1602 9 M-8 F10-9 X-37 #)-18 xJ: 1" X3-18
NG-F ON-7-1 PRL- 7148 FIS-2 0012 01150 IR VX 0 0 1)-)0 F2N-0 12)-2)
F21-2¢ F70-10 FI1-4 125 R PO P-4 FX 41 FYG-17 €11-6 F6-1

VB-§ U7-10 U215 FO-10 T1-00 13- 51 MS2-6 W -7f Me0-21 OG- CI-9 £3-1?
C3-10 18-3 M41-9 FIN-10 X)-19 N3N w1-J1 3 1D ¥3-00 ¥3-21 16-10 OR-9-1
FIL-10 FIA-S FiS-0 1@-13 V112 R 110 1SN 07 9 01N FON-9 £21-06 £21-28
F21-27 $20-41 FT3-S F25-9 FP9-B 730-5 FI6-13 FI0-) £12-7 €12-8 £12-9 (12-10
€10-3 re-2

V3-3 U218 F2-) €1-21 N1-3 -3 R2Y-3 PI-D NOS-1 €121 €12-121

s

EngrxvecToLd

" (CONTAOL. FLOM FOP FOR MONCEY WITH CRGT M0 MDIELL TELE OF CONMECTIONS)

01-3 [} | O

({.0] 4 t.

-4 4 RE

Vi-g v 1.

f£2-3 r e..

X}y ] | TR .
rit-) 4 2.

re-g 4 Piceoaes
r2e-q [ 4 | T TTTYeN
€1-3 € 1.

ni-t n 2.

=-] 9 .

Fi-) F ‘“...

BALY x 1.

LML n 1.

0f-1 [} 1.

LA-3-1 L 1.

[NED [ ] 2..

nwo- ] [ YRR

F6-2 4 1.

-3 v I B

8- r

€-2 €

Lo | n

La-1-2 L

naz-1 n

rFse-1 r

o-1 Q

mei-g L]

QoC-1 [

F1-2 4

-1 [}

me-1 n

01-2 o

La-2-) t

-2 ]

¥ . n,

QOG- [ ]

fF1-3 r

-2 [}

-2 n

01-3 0

La-3-1 L

02-3 ]

-z n } I

F6-3 r 1. .
W] . v 2. ‘
8- - r 1.

€1-2 4 1.

n-1 n 2..
‘o4 r 1.

-2 v .

re-2 r TR

€1-¢ [ 4 1.

-2 L] e..

L18-2-2 : L 1

"e-s. n 1icevancncnne
Sa-3 r Qicerrnenn o
-3 L] 2.

nou-2 ] [ STSTTN
ON-3 9 1.

(253} [4 3.

143-9 1 1.

M-y n 1.

rie-2 F i

-3 X | TYSPN
e-1-1 o 1.

Fi1-2 r 9.

10-2 | S | BT

rae-2 [4 10.0c000vnee
(3153 ] € t.

8-S r 1. .
5+ v 9.

e r 1.

€-s € 1.

n-2 n t

or-s ] 1.

g " 5.

T R ey e e
N ————— L e s o st "




ore * DETAMEO SINAVIER O THE MISIEY AMD BANANAS TASK
oC-1 0 1. . €mn-2 €
c1-2 4 3., r8-30
143-2 \J 1. . w-?
"2 n 1. - -
F10-3 F 5. £1-40 €
x1-S X L TN "y-4 n
f11-3 f 2. or-19
ro-3 [ 2 ™“e-10 ]
F20-3 r s.... -2
€1z-1 € ... Ci4
F6-6 r 1. 1434
- v3-1 v 2.. mey-¢ "
-2 . (4 1. ria-§
2 . -6 1 1. -9
ny-2 " 2.. o-3-2
R -2 ] 1. rit-8 4 2..
Fi-¢ ¥ 5. xe-§ X 3..
LN-1-0 L 1. Fe40-2 4 T Whesseenaes
. x10-2 X ). E12-3 £ L 1T
n1-2 ] 1. Fe-11 ¥ 1.
D1-4 [} 1. v3-2 v 2..
LA-)-3 L 1. (£, Y 4 1.
02Z-4¢ [ 2. -1 - € ) [ T
n2-2 n [T "-s n . .
F§-? F 1. £21-4 €
ve-3 v 2. "-3 "
f9-3 4 1. €21-2 €
£1-? € 1. L\ 1 on
ne-3 " 2.. F6-12 r
LA-1-4 L 1. W-3 v
n-9 (] 130 0iiiennnns 8-S 4
. FS0-S B 2.. €i-11 €
on-2-1 [} 2.. -6 n
FS1-1 4 3. r6-13 f
-6 [} 2. -5 v
HoM-3 ] 2.. (£%3 [4 ‘ .
Q0C-2 [ ] 1. €-12 [ 3
Fi-§ r 1. n-? N
LN-2-1 . L 1. La-3-3 L
Q€-3 Q 1. n32-17 (] .
™M-3 " 1. Fse-18 4
01-$ [} 1. . .OF-11 Q
LA-2-3 L | M-S N
2.. oo [}
3. F1-? r
1. , tw-2-2 ) t
1. -5
1. "2-8 LIS
1. 01-7 °
1. L-2-5 L
1. 0z-? [} .
1. L £ " .
2.. . oni-3 0. 1.
3. Ci-$ < ..
1. 1435 : ] 1. .
3. mi-5 " R & .
1. F10-¢ r t
1. -4 X [ RPN
9... Fit-¢ r 2.
1. ‘ve-? [ | S
2.. F20-5 r [ N
1. en-3 3 1.
1. Fe-14 4 1.
2. [ 3¥ ] v ’ 9.
1. re-¢ r 1.
10.......... €1-13 [ 4 ) 1.
2.. . n-? " : 2.
1. oF-13 [] 5.
3. me-13 " 1.
1. c1-3 ° 1
2.. n-s (4 1.
2.. Ln-3-2 [} 1.
6..... %6 [ 1.
1. ™2-6 " A B
3. 01-0 [ ] 1.
1. La-3-¢ t 1.
1. 0z-8 [ ] 2.
1. my-§ n L
s.. 5-18 r B _
2. w-¢ v 2. .
S re-s 4 1.
(] . €1-1¢ € 1.
19, e 27 B 2.
e [ A
£




-3
n-21

. 7S8-12

on-9-1
$1-§
On-10-1
fSi-6
OF-14
-6
QOn-2.
Fi-9
LN-2-3
o*-?
ner-?
019
La-2-8
0z-9
HeF -2
F5-16
V-4
F8-7
€1-1s
ni-e
F6-17
e ?
F9-?
€1-16
n2-3
LR-2-?
n3¥2-S
£59-15
Dn-e-2
FSi-7
O%-3-2
F51-9
oF-16
-2

Ci1-¢
743-6
-6
Fie-?
xi-13
oR-5-1
fFl11-?
xe-8
Fe0-3
ke-9
Fen-¢
El1-¢
F5-10
vS-4
Fo-0
€1-37
"3-9
-8
™o-10

c1-?
T43-2
ney-?
f10-0
X1-1S
r1)-0
xe-11
F29-2?
z-s
r8-19
V5-$§
Fe-9
€1-19
n3-10
or-19
mO-39
00C>-1
Fi1-10
LN-2-¢
-8
mM2-0
0140
LA-2-8
0z2-198
my-9

i
[ | P TTPISRN
2.
1.

|

1.

2..

2..

2.. ¢
1.

1.

S B adenliA ol el el e et i

4

. .N"-N-N-—-—r

B oo s s s s e w e e g

-

GETANRLD SIMAVION 0N TIE MINNIY AND BAMAMAG TAS . [ ]
. 529 [4 . B
w-e v 2...
758 14 ' 1.
-19 t 5.
- n 2..
-2-9 . L [
s2-23 n Borevieranes
518 . F ...
. w-29 ] R
© -0 n 1.
v [ 42] [ ] 1. )
. c1-o (£ s... -
743-9 ) 1.
"i-e n : 1.
ri0-9 4 | 8
x-1? X $..... »
08- -1 o ). ’
F11-9 r 3.
[Y.2¥F4 4 S.....
Fan.9 (4 18 ...
£11-6 t ).
re-Ct 4 |}
.8 v 3
f8-10 4 ]
€(-0 [ 4 . B
.m-n n z..
-2 [} ]
me- L] 1
G-t e 1.
c1-s (4 ..
161 1 3.
-9 " .3
rio-te r 1.
-19 X Poeegere
08-0-1 o 1.
ri1-19 [ 4 . XY
ke-13 [ 4 [ N
rze-9 r flecieancnnsns
c12-? € ' | TP
re-22 [4 LD
433 v 2..
>3 ¢ s
N {024 € | 8
-3 L} | TN
c1z-n t . X0

 ISTRANS 0PN COM, MASDESIPTO 0B AEXT:CON (APILY LAST: KT REPINGP REPLIGP

PEPCENTAGES OF FIRINGS OF EACH TYPE. OUT OF TOTAL 31

redreceemeamnesossnenna.

ONTAFLOY ANALYSTS PESILTYS. FOP MONKEY WITH [PWST AAD NEMELL OPTION
TINE PEL. 10 INSEPY mar. 910. SCALE FACTOR 13 ~

NE FOLLONING FRTDICAIFS @9 IN DECP. MAY. PEL. USE OROER

PPEO'S GLOARLLY USLD. Max. EL. TIFE OF USE ABOVE OF o DVEPWLL-MX / 2 & 1391

WSHPLPCOU 1SDESCPIAED: 0B MGTACE ILEVEL MEXT:GOM + TPANE 1SMOVEDP MASDIFFIC
VO :DOMATH S\ S0VSPOVE « COPPON DHANGES UL LINKS 1SSET INSET WASVRL -
MASTIPWODE ASSICASD JSOUPMY MASEXTPEP®

MO OF o OVEPALL-PAY £ 4 « 17y (11D
ISROUCE: GOAL HaSal T\WL 1(BS HASDESIASE TRYAPP LAST.DAWNET MASDP:DIFFR: ASG
TIRCE 0B 1SAPPLY GO MVSOP 1SSAIE 1 EQU YARLP CORPON

MOT OF ¢ OVEPALL-MOX / B« B+ 1B)




e OETANED BEMAVIOR ON T4 VMOMITY AMD BANANAS 1ADK (X

BT 0P v DAOWL-MAYX / 16 = ¢ 1+ (9)
TPACE: IND TPACING LASTILPAETY

ABOVE OP « PXPVLL-MY / 32 0 2 : I
SUCCEED 1MGI HS £ + GOt

oTERS + (9%

TRYAPTH TPYAPRT TReNSsY TESTIONETS ONETISUCCH MATCH: PESEYI®Y MATON:DIFY
HASMEWFERS FEASASR ASSIGNS XPCTLL TPVIOP:PEGIRT TPIIOP:RIIFP SENP
TPLLDIGOWMS TANG 0PN METHOD TVWST Y TANCE: GO TINCE : 656 TRST: (NG TP
TEST:ONETF TEST:ONET SUCCECOED SPPOUT: PTO: 1OWNS SPPOLIT: PED:s@ SPLIYIOB
SELECT:OP SELTCT: M DO SCLICT:DES/SE PEIM PESALY:SENS PEOICE : 1 THOD
PECOG: GOAL (WY 11 SUCC MOVTOP: ME T1HOD MOMT-0s 10 INTT METHONE £ YH MATEM: VSEY
PRTEH: VAL ITOH:PESIL Y MATrH:PESE MRTCH:DIFE LOC: PPOG: PESILT LOC:ETTP
ISSAME : GO 1SSHME DR ISSANE HEAREND HSOP DITFP MSHPE HASL TN HADIFFR
WESANTED CPSPINIT GENDES: 4502 GEWDES:ASG FILT:0BJECT FILE:L0C: P0G FILE:CON,
FILE(DESINSG FAILED FATL EXTPEM® EXV,ONCT EXT:LPNEYS FRTLANET ENT:ONETR?
EXT:DANET EMYSEF 009 CPWST 1 10A FPYAE 191 EPNSE NI EPAT 1R | EPASC:10)
EPRSEMATCH: DI F (PSE I PC [PRST (THOICES EPNSE: PP DIFFP E\N : PESIL T
OIFFP FA (PESE DIFFP:F\N:FESE DN FP. TN COPY:(RJ COPY:LIN COL:ONY
COLILPNET TOL:IWWEY CHONSE M O: GO CHECY 1SELY CHECY.: PETPT ASSTONSIN
FPPLY:PESULY APPLY: (P ¢PPLYLOC:TPOC APPLY:DIFFRISETLP APPLY:OITFR APPLY:CHK
ADDPPUDP +ON:A 1N .

SIt FIPINGS. 1777 INSTANCES (- 1100 » 2700

v

. SUCCEED (TP 0-%)

PIND e 0T OV 237 PRODS

—

Sooendrn 7. GEMNGAR IRACER LR N ARER SRS
FOMEY MITH IOPE MSTPICTIVE TARLL B0 COMMECTIONG

G-1 + TRNSZFOPR [¥)7)8:0BMCY TD SESIVNCD.GRAICY (/PO W99
LOCIPPOG LP-] (FONEY D!
« G2 1 TEOIKE UNDEF 10 DWNeS &7 (EET: 00D &F JMTIR {GRECT (DIFVIC DIS)
(FPON G~4 .
LOC/PPOG LP-2 1908: M ACE)
0GB 1 APMLY CET:Dung T8 1NITINL . OBJECT IDIFPIC 200 (VRO G-2)
MSI0R OUY . B
»oo . 6o PEDICE MLACEZ D LINP GigemE AT (EBNALACE) OF IMITIAL.OBJXCY
OIFFIC XYMy (FPON C- D
LOC: 190G LP-) (MO LY M ACE)
<0 B-S . APRLY MOVE:RON TO INITING :OBJECT (QIPFIC 109) (FAON G-
AS31008 YOUL: 10 - LARER: PG
----- -6 + FILKT RACLY TO RACLZ AT (MDOEY:MACT) OF ITINL:ORJECT (¢
DIFFIC 100 (FRON G-§)
APRLY WALK YO INITIALIOBJECT GET O-1 (MM.E/TO PLACLD)
© 5-6 SULCLEDS A
cee e o G2 r APRLY POVEAEDX YO 0-1 (DIFFIC 100} (FRON G-§ MO G-8!
ASSILNS WOVE: 10 « LDDFP : BAeS
0-1 1AOL: M ACE ML ACE? MOMEY I PLACE MLACED)Y
APPLY NOVEROR 10 0-1 GET 0-2 LNOVE: TD LDFR . DNSE )
G-? KICEEDS
G-5 RUCCEEDS
-4 SUCCEEDS
< G0 1 APPLY GET:Tededars TO 0-2 (DITFIC 290M) (FROM G-3 AND G-4)
SSSICNS DUYY < BANMS
O- (00T PLACE INOLP - DARARAS IS EY MLACE UNDEP : BANMNS
« o G- : PEOUCE UNER: ANAS 1D DN JOT AT (HOMCEY:PLACE) OF D-2 (1DIFTIC
108) (100 G-B1
0-2 (90V:PLACE UNDER: BNOWME MONYEY ) ILACE UBDEW  BANANAS )
LY CLIG 10 0-2 61 0-3
6-8 SULLEEDS
o s o G=10 1 APRLY GET:ONWAS TO ©-3 (DIFFIC 1009 (FPON C-6 A -9
ASSICNS OUIEIT « DS
0-3 (B0Y:ALACE UNDER: BVWE MOMEY: IRACE ON:BDX )
APPLY GET:B¥WNS TD 0-2 CEV O-¢
C-10 SUCCEEDS
G-8 SucCEeos
G-3 SUCtEEos
-2 SUCEes
« G-11 + TPearSFOPN 0-4 YO DESIPED«ORJECT (FRON G-I MWD G20
0-4 (BOY: PLACE UNDER: GWIS POMIEY 0D DA MONXE Y« PLACE DN+ 80X )
G-11 SUCCECOS
&1 SUCTEEDS

MM TINE 2 MmN, 2.29 SEC

(1] o FIFg wwCt A Ern \ 0,4
1469 §62 ”m 1200 3™ 2. 1.7
0002 .19 A8 0.0855 SIC WG

M6 INSERIS 43¢ DELCTES 123 WWWINGS B¢ WEW (BJCTS
Y SPT LECTH 9%
COPE (FREC.FULLD: (9162 . 19190 USED (6160 . 435)

0K OF D! FOLP D1SK

G-} 1 TAWSFOP INITIA : (OCT TD DESIPEO(RJECT (FRON TOP)
LOC(PPOC LP-} (FEGI DS
LOC:PPOG LP-0 (PEGD D1 Ot
LOC: P0G LP-) (G DI DY
LOC UG LP-¢ 1PEC) DI
LOC/MP0C (P-§ (MCI DISFI
LOC:PPOG LP-6 TGS DiSedy
LOC:PPOG LP-2 1PEC) DID Y
LOC: P0G LP-8 (PGl DISK)
« G2« PEOCE UMDEF YO YES AT (PEGD DISR4) OF INITIALIOBJECY (DITFIC 0% ¢
FOON G-
LOC:FPOC LP-9 (PEG2 DISK 1Y
LOCPPOG LP-10 (PEC2 DTONO

f.

4 0‘-;‘,,_‘-“"‘. -




RIS AN - e i o -

LOC:PPOL LP-3) (PECZ DISRIY
« G=3 1 APPLY MOVEDISY TO INITIAL:0QUECT (DIFFIC 35) (FROM G-?'
AGBICNS OISY « DISKS . TOWTEG - PEG)
« o » G4 1 PEOUTE UNDEF 10 YES AT (PEC2 DISY3t OF INITIALI(OJECT (DIPFIC M8 ¢
FRON G-3
=S : APIMLY FOVE:DISY TO INITIAL:ORIECT (DIFFIC 2051 (FPON G-4)
ASSIGNS OIS « DITFd . TONPEG « PEC2
covoe o . G681 PEDUCE UNDEF 10 YES AT (PEGI DISFZ) OF INITIAL:OBJECT (DIFFIC
2051 1YPOM G-S)
ce e a s Ge7 0 APILY MOVELOISY TO INITIAC:OBNCT (OIFTIC 1051 (PPON G-§!
. ASSIONS DISF - DIWD . 10\IG - PEGY
cr s e o s o G0 2 REOUCE ST TO VIS AT (PEGT DISKY) OF INITIALOBSECT ¢
ONFIC 108t (rPOM (-2
APPLY MOVE:QISK TO INITIAL:(BJECT GET O-1 (FROMIPEG PEGI TO:PEC
PEGZ 015 OISRt
G-® SUCTEEDS
soe s v 0o o G=9 0 APPLY MOVE:DISK TO O-1 1DIFFIC 105} (FROM -7 M@ C-@)
ASSIGNS OISr - DISKZ , 10:PEC « PG
O-I (PEG) (D15r2 YIS DISKD VES DISH4 YES) PEGY 'DISK) VESY PEC)
L8]
APPLY HOVE:DISK 70 0-1 GET O-2 (FPOMTRG MEGI TO\YEG PG 015K
o121
G-9 SLCCEeos
G- SICLECOS
G-6 SLCELos
G-10 : ¢PPLY MO 01K 10 0-2 (DIFFIC COS)H (FPON G-§ AND C-81
ASSICNS OISX - DISKX . TD:MEG « PEG”
0-C MG (OIS 3 YIS DISKe YESH PRGT 10ISF] YIS RG‘ 101549 YESHY
G-11 : FEDUKL INOFF 10 YES T 17EG DIGKIY OF 0-2 1DIFF)IC 105) (
FPOM G100
0-2 (PEGI (DISKI YIS DISY4 vES) PEGZ (DTSH) YESY PEGI (DIDZ YES))
APTLY MOVE:DISK T0 0-2 CGEV 0-3 1¢POM:PEG PEGZ 10:MGC MG DISK.
oISy
G-11 SULCEEDS
. G=12 1 APPLY HOVE:0ISF TO 0-3 (OIFFIC 105 mm G-10 0 G-11) .
MSSIGNS OIS . DISNY . 10:1¢C ~ PEGZ
0-3 (PEC) 10ISKD YES DISF4 YFS) PEG2 NIL PEG3 (DISK) YVES DISK2 vES))
APPLY MOVEDISK TD C-3 GEY 0-4 (FPON.PEG PECI TO'MEG PEGZ DISX
o193
G-12 aKCceeos
G-18 SUCCEEOS
G-§ SUCLEEDS
G- MECECOS
s o+ G131 FPPLY PMOE:0ISE TO O-4 (DIFFIC 2NS) (FPOM G-3 AND G-"
ARSICNS OISr . DISK4 . 10:PEC - PFGCI
0-~4 (PECI (D15#4 YES) PEG2 (DISKI YES) PEG3 (DISK) YES DISR2 YES))
. §-14 1 PIDICE LNOFT 10 YES AT (PEG2 DISKY) OF 0-¢ (OIFFIC 2051 (reON
G-13)
0-4 (PEGI ¢DISre YFSY PEGZ 10193 ¥IS) PEGY (DISH] YES DIDYY YIS
+ G150 APPLY MOR:DISY TD 0-4 (DU FIC 105 (FPON G-10)
ASSICNS OIS « DIGKT . TDVYG - PEGZ
O=¢ (FEG] 10154 YIS PEGZ (OISRI YIS PEGY (DISKY YES DISH2 YESM)
G-18 « PEDICE UNDFY TO YFS AT INEGI DISK{Y OF 0-4 (DIFFIC 168) ¢
oon G-151
O-4 (PEGE 101SE4 YFS) PEG2 1013 YS! PUG3 1DISK ] YES DISFZ vESY)
APRLY MOVE:DTISr T0 0-¢ GEY 0-S (FPON:PEG PEGI Y0:MEG PGI DI
o1
G-16 SKCLEos
G-17 + APPLY MOVE:OISK TO O-5 (DIFFIC 105) (FPOM G-15 MWD G- )8}
MSILNS 0ISr - DISFY . TD:MEG - FEG2
0=6 rPEGY (DISH) vES DISHe ¥ESH PLGC2 (D19 YISY PEGY (DISR2 vESH
APPLY MOVE 0158 YO 0-5 Y 0-6 (FPON-FEG PEGI TOJMYG PEC2 DI
oI
C-17 SuLteeos
G-1% Suceeos
G-1¢ NLCeCes
e v v . G101 FPTLY MOX:0ID TO 0-8 (OIFFIC J0S) (PO G-13 40D G-14)
ASSICNS OIS < DISre . TO:MEC « PEG) .
0-8 'TEG] 'O1] vES D14 YISt PEGY (015K YIS OISK® vES' MECD NILY
G-19 : MOKL UNDFF 70 YIS AT IFEGZ DISKIY OF 0-0 (DIFFIC 105) (FPON
-1
0-6 PEGI (011 Y€S OISR Y(S1 PEGT 1O0IH2 YOS O3 YFS) AICS WiLY
APPLY MRT:01S8 TO 0-6 GFY Q-7 1#PON:"EGC PEGI TD: MG PEG2 OIS DIDVT)
G-19 NAKLELOS
e e e . GeOD s $FPLY FOVDISE TO O-7 (DISFIC 105 1FPOM 5-10 10D G-
MSICNS OIS - DISKFY . 10:M%G ~ PECY
0-2 \PEG1 tDIShe YIS PEG? (OIS ] YIS DISKY YES OIS0 YIS) PEGD NIL)
APTLY MR 0150 10 0-7 GET 0-0 (FPON:PEC PEGI YOPEC PECD D19 DISK4Y
C-J0 NRCEFDS
G-10 SIKcecos
G~13 aaxcecos
G-3 KOs
6-2 nLCreos

-

tv-108

v r.

r. : SENAVION TRACTS £08 TIE OTIER TASKS

. §-21 + TRWAFOPN 0-8 TO DESIACD:OBJITT (FROM C-1 AW G-2)
O-0 (PEGI NIL PEGZ (OISK) VS DISZ YES OISK3 VES) PEGD (OISK¢ VES))
- 63 FEDLCE LMDET TO YES AV (PEC3 D193t OF O-D (OIFPIC OS) (FROM G-21)

0-8 (PEGE NIL PEG2 (015K) YES DISKZ YES O19kD YES) PRCD (DISKe VESV)
. G-23 1 APRLY MO :DISK TO D-8 (DIFFIC 205) (FRON C-22)
MASSICHS O1SE - DISKY . 10./¥C - PG .
09 (PEGI NIL PEGZ (10ISK) YES OISE2 YES OISKD YES! PECD (OMKR4 YES))
. 608 1+ PED\TE MY TO YES AT IPEGI DISK2) OF O-0 (DIFYIC 2980 (FEON
G-29¢
0-0 (FEC) NIL PECZ (D11 YES DISXZ YIS DISKS VIS! PEGD
G-3% + APTLY MOVL:D1I 10 O-0 10177 IC 106) (FRON G-24)
ASSI1G8 DISr - DIB2 . 70:MEC » PEGE
0-0 (MGI NIL MGZ (OISKT VLS DIMD VIS DISKD YES! PEGD (DISKe YISH
+ . 6-38 + PEDUCE LAREF TO YES AT (PEGD DISNE) OF D-@ (OIFVIC 106) ¢
FRON G-2%1
0-0 (FEC1 NIL /G2 (DI YIS OIS YIS OIXD VES) PEGD (DITK4 VESH)
VLY FO OIS 70 0-8 GET O-9 (FROMPLS MEGZ TD.MEG PEGE DISK
(1 $1]
: 6-08 KCECOS
soee e e s 6e07 0 PMY MOVEIDISK YO 0-9 IDIFFIC 1660 (FRON G-25 MO C-26)
ASSIONS 019 - DI . TD:1EC ~ PECH
0-9% (PECI Wit PEGZ (D192 VES O19Y) YS! PEGD (DISK) YES DISre vES
MPPLY rOR DI 10 D-9 (EV O-10 (FRON: MG G2 T0.MEC PECE DISK
oI
-O? SITCEEDs
G-3% SUCCreos
G-Je SAKCECDS
< G=78 1 APPLY MOAE:DISK TO 0-10 (DIFFIC 295) (FRON G-23 MWD G-2¢)
ASSICNS DISh - DISK3 , 1D,I¥C - PEC)
0-10 1PEGI (019> YES) PEGY (DISK) YIS PEGD (DISK) YES DISHS YES))
« o v o G-29 1 PEDULE UNDET TD YES AT (FEGI DISX1) OF D-10 (OIFFIC 1085 (FRON
G-
0-10 (PEGH 101 YES) PEG2 (DISKI YESY PEGD (DISK] YIS DISRe YES))
APRLY MOLE:DISK TO 0-10 CET 0-11 (FROM:PEG PEGD T0:PEC PEGI DISX
DIsx1)
G-79 NCCELOS © .
v o0 630 1 APELY MOVE:DISK TD O-11 (DIFFIC 1651 (FRON C-20 AND G-291
ASSI0NS OISk » DIXY . TO:MEG ~ PEGD
0-11 (PECI 101SW) YES 01SK2 YES) PECY (DISK3 YES) PEG) (OISKe YESV)
MPPLY MOVEOTSX TO 0-11 CET 0-12 IFRONLPEG PEGZ YOG PECD DISK
OISk
-3¢ SUCCLLDS
G-29 |LrTes
6-23 succeens
G~22* CCECDS
. G-31 1 TRWSFOM 0-12 10 uﬂ!ﬂ OBJECY (FROM §-21 AND G-22)
0-12 (PEGS (DISK) LS DISKY VESY PEGZ NI MEGD (DISRD YES DISke YESY)
. 6-32 1 PEOLLT UNDEF YO VIS AT (PECD DISK2Y OF 0-12 (DIFFIC 208) (FRON
G-
0-12 (PEG) (D15X) YIS OISNY YES) PEG2 NIL PECD (DIR3 YES DISX<-YES))
. 633 1 OPTLY MOMDISK TO D-12 (DIFFIC 105 (FROR G-32)
ASSICNS O1SK - DISK2 . 10:PMEC « PEGY
0-12 (PEGI (DISX] YIS OISR YES) PEGC NIL PEGD (D19X) YIS DISKe YESMH)
oo s 623 0 PEDLCE UNDET TO YES AT (PEGZ DI9KY) OF 0-12 (OIFPIC 1051 (e
-
0-12 1PEGI (0ISe] YES DISFC YIS) PEGZ NIL FI'B) 1013 YIS OIS e YISV
RY HRT:0IS 10 0-12 GET 0-13 (FROM: LG PEGL TOLPEG MEG2 OIS
oISty -
G-3¢ MLCECOS
C-35 : PTLY FOVE:0ISK TO 0-13 (OIFPIC 106} (FRON C-33 WD G-
MSSI0N OIS - DISK? . TO:MEC -~ PECD
0-13 (PEGT (OISRY YES) PEG2 (OISKI YES) MLCI (OIOR3 VIS OISxs vES)!
APPLY MO :DISK 7O 0-13 CET 0-14 (FRON:PEC PECL 0P TG PECE DISK
oIy
6-35 SUKTEEos
G-33 sueceeos
G- SUCCECDS
. G-N6 1 TAWSIOPW D-14 TO DESTAED:0BUECT (TROR G-31 aND G- X20
0-14 (PEGI NIL G2 (1DIS] YES) PECY (N1SEY YIS DISKD (S DItke vESH
« 0 6-37 ¢+ PEOITE LIEET 70 YES ﬂ PECY DISRY)Y OF D-1¢ (DIFFIC 105 (FOON
G- %1
0-14 (PEG] NIL G2 1O1SN? vtn PLCY (012 YES OIS VIS DISHe VIS
PRLY NOK:DIS TO O-14 (T O-1S (FPOMAEG MEGZ TOICGC MEGI DISK D191
0~15 IS 1E St oS DESIPED:OBUICT
G-3?7 ALCLEDS
. G301 TRNG PN DESIAEDOBIMCY TO OESIPED:DBJECT (FPOM G-38 WD C-37)
OESIFCO 0BUECT ¢PEGL MIL PEGE MIL PECD (D19X) YIS DISX2 V(S OISR} WS
13- { N $1]]
-39 SuCCreos
(23 B Tadis ]
C-3) sueceeos
G-21 RRTECOS

(0I8xe YIS




5-1 mreeeos
SULIEED (Y0P PESIPED: DRULET)
B YIME 28 MIN. 79.6 SEC

Exnn ™y FIPE Lo AU ¥4 € "
836¢ 3343 7615 aMms 2.9 1.9 1.2
0.193 0.368 N0 0.2 SEC MG

4523 INSEPTS 3537 DFLEIES 1105 WPNINGS 463 MEN ORJECTS
PRX 1 SPY LENGTH 113

COPE (FPLE.-FLLL)s 1399) . 2778 USED (17SDS . JOWSY
FIPED 312 O OF T7S PPODS

RISSIOMWIES nND CAMNIBALS IO HITH RSSICMENT-0POEP MIN-08Y

G-1 1 TRANSFOPIt INIT DL :ORJECT TO DESIPEDORJECT (FPOM TOPY

LOC:PPOG 1P-] LEFT OO}

LOC\PPOG LP-2 (LEFT MIG)

LOCiPPOC LP-3 11EFT PONTY

 G-2 0 PEDUCE 3 TO © AT LEFT CoNo OF INITI6L -0RJECT IDIFFIC 202 (6P -1

APPLY (POSS:PIVEP 10 INITIALIOBJECT CFY O-3 (FPOM LEFT TN PICHT NNIS & MCAN 2)

-~ SUCCECOS
- G=3 2 IPKND (PR 0] 10 DESTPED: DRIFCY (FPON G-} 6D G-2)
O-1 (LEFT (Cit 3 MIS 30 PIOIT (ONONT YES CoN 2 MIS o)
. G-4 1+ PEDUCE 3 Y0 N AT ILEFT NIS) OF N-) (DIFFIC JOXY (FPON G-11
0-1 (LEFT (Csf 3 MIS 30 PIMT (AORT YES (ol T MI% ANY
. G=§ 1 APPLY CPOSS:PIEP 10 D-1 (DIFFIC 105) IFPOM G-4)
ASSIONS FPOM « LEFT . NIS « | . NNIS & 2
0-3 (LEFT 1CSN 3 1IS 30 PIMMT 1BDAY YIS (6l 2 MIS M1

. G-6 » PEQUCE UNDFF 10 YES AT ILEFT ROATY OF O-1 (DITFIC 1881 (FNOM G-§)

0-1 (LEFT 1COW 1 M1S 3) PIGHT (AOWAT YES (AN 2 MIS M1y
APPLY CPOSS:PIUEP T0 O-1 GEV 0-2 1FPOM PIGHT 10 LEFT 1S 0 WCAM 1)
G-6 S\AKCEEDS
. G=7 1 #PPLY CPOSS PIKR TO 0-2 (DIFFIC 105) (FPON G-S a0 G-6)
ASSICNS FPOP « LEFT . MYIS » ) . NS « 2
0-2 (LEFT (HORT YES CAN T MIS 3 PICHY (A § WIS DN
APPLY CPDSS:PIUEP YO 0-2 GET D-3 (FPON LEFT 10 PIOH WIS | NCal @)
G-? SUCCEEDS
G-5 SUCCFIDS
G-4 SUCCEEDS
+ G0 1 TRSFTPN D-3 1D DESIPED:DBJFCY (FFON G-3 60D G-4)
0-3 (LEFT (ChN Z MIS J) PIGHT (RONT YFS CON | MIS 1)
. G~9 : PEDUCE Z TO D AT ((EFT CANT OF 0-3 (DIFFIC 202) (FRON G-§)
0-3 (LEFY (C6MN T NIS ) PIOHT 1ADAT (S CAN | RIS 11
© v . B9 5 APFLY CPOSS:PIER 10 0-3 (DIFFIC 105) (FRON G-91
ASSICNS FPPOP « LEFT . NCAN « 1 . NCKN » T
0-3 (LEFT (CoM 2 NIS T) PIGHT (AORY TES CAN t MIS . 1)
..... G-11 + PEOUCE UNDFF 10 YES AT (LEFT BOATY OF 0-3 10IFFIC 105! (FRON
G-10
0-3 (LEFY (CAN Z MIS 2) PICHT (RDAT YFS O § WIS 10
LOC:PPOG LP-4 (PIGHT MIS)
MPPLY CPOSS:PIVEP 10 (-3 GEY 0-4 (FPON PIfMY 10 LETT MAIS 1 NCAN B
0-4 IS THE Sieg @S 0-2
G-31 SUKCCECoS
e oo o . G212 0 APPLY CPUSS:PIER 1O (-0 (DIFFIC 105) (FPOR G-16 MO G-31)
ASSICNS FPOM » LEFT . NCAM « . NCIN » 2
0-2 fLEFT (NOAY YES CaN T WIS 30 PITMHE (el | WIS M)
APPLY CPOSS:PILP 10 0-7 GET 0-S (FPON LEFT TO PICHT MNIS @ NCAN 2)
6~)2 ucceens
C-10 SULCEEos
C-9 SUXLEE0S
. G313+ TN (PN 0-5 TO DESTPED:0BUECT (FFON G-8 M) C-9)
O-% 1LEFT 10l 1 IS 30 PHMY (RONY vIS G J IS M
. G164 PEDLEL 3 TD O AT (IFT RIS OF Q-S (OFFIC Dv2) (FOOR G-13)
0-5 (LEFT 10 (0 MIS 2) PILNY TRONT YES CAN 3 MIS B
NO PPOCRESS. G-)¢ TaliED
TPANS 0P PEIPY PEUCT: G-13

SELECY PY w080, O-0
o G=18 1 TPANIOPM -0 10 (FSIACO:ORJICT ¢700M C- 10
0-3 SLEFT IPONT YIS Cam 2 MIS 30 UMY 10l | MIS @)
. Co18 o+ PEOREE 3 10 N oF H{EFT MISY OF -0 10IFFIC 23T (FPOR G-1§)
0-2 (1LEFT INOAT YIS Cow 7 MIS 30 PIINT (Calr ) MIS N1
PP Y CPORS:PHEP 10 0-2 CLY 08
0-8 1% NE W o5 0-)

HPOR (CFT 1O PIGHT WNIS ) AN &

SEMAVION TRACRS FOR TIE QTIES TASKS (3

G-16 SUCLECDS

« G172 ¢+ TPANSIOPN 0-3 10 DESIPED.OBUECY (FROM C-15 %O G-16)

0-3 (LEFT (Tt 2 NI O RICHT (ROAT YES O 1 WIS I
WEPEATTO GO G-17 G-8

PETPYING OLD G- 11
APRLY CPDSS: RIUER TO 0-3 GET 0-7 (FOON RIONT TO LEVY WMNIS | MCAN 1)
0-7 18 11E SHE A5 INITIAL . OBJECT
G-11 SUXcEcos
oo o 6-10 1 APRLY CPOSS:RIVER YO INITIALIOBNCY (DIFVIC 1051 (FRON G-16
[ 231}
ASSIONS FOOR - LEFT . NCAM = |, NOME @ 2
#PP.T CPOSS HIIKR 10 INTTINLCBXECT GET -8 CFRON LEFY TD RIGHT MAIS
0N 2)
0-0 IS TIE SVE o5 O-1 .
G-19 SUCCEEDS .
G-18 SCTLEDS
G-9 SCCEEDS
+ G-19 + TPARFOPW O-1 YD DESIPED:OBJETT (FRON G-0 fO G-9)
04 (LEFT 7CAN § NIS 30 PICHY (BOAT YES CAN Z NIS #1)
PEPEATID COWY,: -39 G-)

MOV LD G-11
<. 67D APRLY CHOSSRIVER YO 0-3 (DIFFIC 2811 (FWON G-11)
#SSI0NS 10 - LEFY
0-3 FLEFT (DA 2 IS 2) PICHTY (BONT YES CAN | NIS 1)
NO PPOGPESS. G-00 G-11 FATLED
G-20 FAlLED
G-13 FAILED
PEIRTING G-10
G-18 FAlLED
PCIPTING G-8
G-9 FAILED
TRANSI TN PETRY REJCT: G-0

SEIPMING OLD C-€
WPPLY (PSS PIVEP TO O-1 GET 0-9 (FROR RIGHT TO LEFT NNIS 6 NCAN 2)
0-9 1S NI SN AS INITIAL ORJECT
0-9 IS THE S S TNITIL:CBJICY
-6 SUCTELOS
+ 621 1 APILY CPOSEIMUER TO (M1 TIALIOBJECT (DIFFIC 10S) (FRON G-§ (0O
[£]
GESTCNS FROM - LETT . IS = 1 . WIS - 2
APPLY CPOSS:PIVER TO INITIAL:OBJECT GEY D-10 (FRON LEFT YO RIGNT miS 1
NCAM 1)
0-10 1S UE Swg % 0-3
6-21 SKUCCLEDS
-8 CCECDS
G-4 SUCCEEDS

. G-22 + TRANSI(MW 0-3 T DESIPED/OBJECT (FRON G-3 MO G-¢)

0-3 (LEFY 1CAN 2 WIS 2) RIGHT (BOAT YES Can | MIS 1)
REPEATIO CONL: G-3Z O17

VNG OO G-6
G-6 ToILED
PEYRVING G-S
G-§ FajLED
MIRYING G-4
G-4 TalLED

TISF 0PN PETRY BEJECT: (-3

PEIPYING QO G-1¢

o o0 0 6o23 0 WPLY CPOSSPIIER TO 0-S (DIFFIC 105) (TRON G~1)

R

ASSIONS FROM « LEFT . NVIS « 1 . NNIS » 2
O-5 (LEFT (CAN & RIS 3} PIGAY (BOAT YIS Cal J NI M)
s e o G20 0 PEDKE UNDEF TO YIS AT (LCFT SONT) QF 0-§ 10177 IC 106 (rac™
G-
0-§ FLEFT 1Catt @ NIS 31 PICMT (AOAT TS O 3 NS &)
MPRLY CPOSS.PIIER 1O 0-§ GET O-11 (FRON RIGHT 1O LCFY WIS © WCAN 1Y
6-2¢ SUCCECos
coe 0. 6o35 0 APRLY CROSS/RIVER 10 O-11 (DIFFIC 106) (FRON G-03 MO C-0¢)
MSSIGHS FPON - LEFT , WIS - | . WIS - O
0-11 (WEFT (NONT YES Can | MIS 3t DIGHT (Cam 2 NS OV
MPALY CPOSS:PIER 10 O-11 GET O-1Z (FRON LEFT TO RIONT MNIS 2 KA
"©
G-75 SCCTE0S
C-2) Surcecos
G164 SLCEL0s
« G-J8 o TAWIN 0-10 10 OESIFCO\ 0BT (FROM G-13 WD C-10)
0-12 1LEFT 1Com 1 MIS 1) MICHT (MDA 1CS CaW 2 miS 201
c o o Ge27 DT | YO O AY TLETT Ceed OF D-13 (OIFFIC D91 (FRON G-20)
O-12 (LEFT 1CAN | MIS 11 @ICHT (BOAT YIS CAN & WIS 210
. G20+ ALY COOES PIVER 10 O-12 101FFIC 105 (FOON C-27)

[

el a el

FPE




ASSIGNS FPON « LEFT . NCAN o |
0-12 (LEFT 1CsM § WIS 1) PICNT (GONT TES O 2 IS 210
s e v v u s . G-29 v PEDUCE UNDEF TD YES AT (LEFT BONTY OF 0-12 (DIFPIC 106) ¢
FPOM G- 280
0-12 (LEFT (CAN 1} MIS 1) PICNY (RONT VES o 2ms 2
LOC1PPOG L P-S (PIGHT CANDY
APPLY CPOSS: PIIEP.T0 012 GEY 0-13 (FPON PICHT 10 LEFT NS )
NG £ ) .
G-79 SAKCEEOS
G-I 1 cPPLY CPORSPIIER T0 0-13 (DIFTIC 106 (FPOM C-29 MD C-29)
ASSICAS FoOM - LEFT . WS &
0-13 (LEFT (QDAT YES CAN 2 MIS 2) PIOHT (G ) NIS 1Y)
APPLY CPOSS:PIVEP TO 0-13 GEY 0-14 (FRON LEFT 10 PIOHT IS )

P e e v e e

. L <R
0-14 1S 1 SaE A5 O-12
G-30 SAXCILOS
G-08 SXCEEDS
G-27 SAKCEEDS :

. G-31 1 TReNSEOPH 0-12 TO DESIPED ORJECT (FPOM G-J6 WD G-27)
0-12 (LEFT (OW ) WIS 1 PIGHT (AOAY vES D 2 MIS 21
PEPERTFO (O : G-31 C-06

SELECY AY AEW:00). 0-11
. G-37 : TPANSI(WM (-] TO DESIPED:DBUECT (TFON G-1)
0-11 (LEFT 1AOAT 1ES (s 1 MIS A PIGHT (N 2 WIS N1
. . G=33 ¢ PEDUCE I T O 0 1LEFT MISY OF O-1] (DIFFIC 203V (FPOM G-X2
L0-1) LEFY IDOWT YES (4N | MIS ) PICHT (04N Z HIS My
PPy CROSS-PIIED 10 D-11 CFT 0-15 (FROM {EFT T0 PIGHT WHIS 7 NCAN @)
0-1S 1S I8 5% »5 0-17

G- 33 SUCIE0S :
« . B34 L IPCNTI ORI 0-12 TO DFSIPED:0BUFCT 1£FON G-32 oD G-33) *
0-12 (LEFY (s § MIS 3) PIFHT (NOAT Y¢S CaN 2 NIS 2)) .

PEPEATED GOAL: G-3¢ G-06

SELECT OY MW:(8), 0-13
. G=35 + TANSIOPN (1-13 TO DESIPED:DBIECT (FPOM G- 1
0-13 (LEFY 'RONT YES (é 2 MIS ) PICHT (CéN ) WIS 1Y
« + G=36 1 PEDUCL 7 TO © wT (LEFT (aN) OF 0-13 (DIFFIC 200 IFRON G-35)
O-13 (LEF? (NOAY YES (o T MIS T2 PICNT (CaN 3 MIS 1D
APPLY CPOSS:PILEP TO 0-13 GET 0-16 (+PON LEFT TO PIGHT RIS | NCAN )
0-16 1S TIE S A 0-12
G-38 SUCCECDS
G-37 1 TReorsr OO 0-12 10 DESIPED:OBUCT ¢#PON -35 aND G-36)
0-12 1LEFT 1CAN | MIS 1) PIGHT (B0AYT YES Co T MIS 20)
PEPEATED (OAL: G-37 G-

PETRYING (RD G-C¢

APPLY CPOSS PSP TO O-S GET 0-17 (FPOM PICHT 10 LEFT NNIS 0 MO 20
0-17 1S TE Sewt ¢$ 0-0

0-17 18 MK SwE S 0-2

G-2¢ SUKCEEDS

G- » FPMLY (POSSPIEP 10 0-0 (DIFFIC 106) (FROM G-27 MO C-24)
ASSIONS FPOM ~ 1EFT . WIS < 1, NS & 2

0-2 (LEFY (AOAT YES (AN 2 WIS 31 PIGHT (CaN ) NIS &)

PEPEATEO COAL: G-39 G-7

PEIPYING (LD G-0¢
G-2¢ FAlLED
RETPYING G-2) .
G-23 FAILED
PEIRYING G-14¢
C-14 FANED
TRONSF PN PETPY PEJECT: G-13

PEIPYING OO G-09
APPLY CPOSS:PIEP 10 0-17 (X7 O-18 (FPON ’IM 10 LEFT vis 2
NN @
0-18 1S NE S w5 O-1}
G-J9 SUCLELos
. -39+ APPLY CPOSS:PIIEP 70 0-1% (DIFFIC 105) (FPON G-20 AD C-09)
MSSIGAS 7O - LETT . Wi -
0-11 ILEFT (OOAT YES Calt § MIS 31 PICNT (Csd 2 WIS A
APPLY CPOSS: PIES 10 D-11 CFT 0-19 (1PON LEFT TO RIGHT fnis @
a1
0-19 1S nE Sag &5 0-§
G- UKCEL0s
G- 20 QK0S
G-27 SAKCCeos
. Goah , TPVRNSEOM 0-S TO DESIFED/ 0BT 17PON G-0% & G-27)
0-8 (LEFT 1Cont 1 MIS 3V PITNT (AONT VS W 3 s A
WEPEATID CON . C-4¢ (-1

PEIPYING LD C-29

SLMAVIOR TRACES FOR TV OTIER TANKS

.«

R

Ve s v o s Grdl o APRLY CPUBSIRIVER TO 0-12 (OIFFIC 2017 (FRON G-29)
‘ ABSIGNS 10 » LEFT
. « 0=12 ILEFT (O § NIS 1) RIGIT (SONTY vES O 2 MIS 2))
ND PWROCPESS. G-4) G-29 FATLED
G-41 FRILED
G-29 FAILED
PETRYING -39
G-20 FajLED
PETRYING G-27 .
6-27 falLED
TPANSFOIm PLTRY PENCT! G-29

RETPYING OLD G-36
. 642 1 APALY [PQSS:PIIEP TO 0-13 (DIFFIC 2010 (FRON G-38)
ASSICNS FIOIY o LEFT . NCAM » | . NCAN « 2
0-13 (LEFY 1DOAT YIS CAN 2 HIS 21 RIONT (Cal | MIS 1))
.+ G~63 5 PEOUCE 7 10 1 AT (LEFT MISY OF 0-13 (OIFFIC 201) (VPO G-42)
0-13 (LEFT (BT YES Col 2 MIS 2) @ICHT (Cat 1 MIS 1))
MPPLY CROSS:PIVEP 1D 0-13 GET D-20 (FROM LEFT YO RIGHT MNIS 1 NCAN )
0-00 IS THE SwE AS 0-12
G-43 QUCCEEDS
. . G-44 : OPPLY CPOSS-PIUER TO 0-12 (OIFFIC 201) (FRON G-47 AND G-43)
ASSICNS FPOM . LEFT , WCAN = 1 . NCAN = 2
0-12 (LEFY (Cov 1 MIS 1) PIGNT (BDAT YES (oM 2 M3S 200
. . . 6-45 1+ PEDUCE UNDET TO YES AT (LEFT BDAT) OF D-42 (DIFFIC 105) «rRon
G-
0-12 (LEFT (CaN ) WIS 1) RIGHT (AORT YES Wy 2 MIS 210
PEPEATED GORL1 G-45 G-09

FEIRTING RO G-4)
.+ . G=46 : APALY CROSS:PIIER 10 0-13 (DIFFIC 201) (FRON -4
ASSIGNS FOON « LEFT . ANIS » |
0-13 (LEFT (ROAT YIS CAN Z MIS 2) RIGHT (Ca § RIS 1))
.o . G971 PEOUCE 2 TO 1 AT ILEFT CAN) OF D-33 IDIFFIC 20)) (FION G-46)
0-13 ICEFT (BONT YES CAN 2 WIS 20 RIGHT (Ow ) NIS 1)
APPLY CROSS:PIUER 10 0-133 GET 0-21 (FROR LEFT TO MIGHT MIS | WCAN
3
0-21 1S NE SwE #§ 0-12
G-47 SULEEDS
. G=48 : RPPLY (POSS:PIVER O 0-12 (DIFFIC 201} (FRON G-46 AND G-927)
SSIONS FrOn « LEFT . WAIS « )
Ov12 (LEFT (CAN § MIS 1) RIGHT (BOAT YES Can 2 MIS 210
. .« 6-%3 ¢+ FEDUCE UNDET 1O YES AT (LEFT SOAT) OF 0-12 (DITFIC 105 (
ROn G99
0-12 (LEFT (CAN | MIS 1) RIGHT (ROAT YIS CAN 2 NIS 20}
FEPEATTD GOAL1 G-49 G-29

RETRVING OLO G-43 B
G-43 ralLED .
RETRYING G-42°
G-42 FAILED
PETPYING G- 36
. G-80 « APALY CPOSS(RIVEP TO 0-13 (DIFFIC 202) (FRO C-36)
ASSIGNS FPOP - LEFT . NCAM = ] . NCAN « 2
0-13 (LEFT fRONT 1FS (oM 2 MIS 20 PIGHT (CAN § NIS 1))
. . G-811 REOLKE 2 7D 0 AT ILEFT MIS) OF D-13 (DIFFIC 202) (FROM G-58)
0-13 (LEFT (RORT VIS CAN 2 MIS 1 PICHY (Dl | MIS 1Y)
APPLY CPOSS:PIUER 10 0-13 GET 0-22 (FRON LEFT TO RIGNT MIIS 2 MCAN &)
§-$1 SUCTEEDS
v . 682 + APTLY (POSS:PIEP TO D-22 (DIFFIC 202) (FRON G-68 AND G-S51)
ASSIGNS FPOM o LEFT . NCAM » | . NCAN o 2
0-22 (LEFT (CeM T MIS O) PIGHT (BDAT YES CAN | MIS ID)
. o+ G52 + MEDUCE UNDEF 10 YES AT (LEFT BOAY) OF 0-22 (OITTIC 1051 (FRON
G-
0-22 (LEFT (Cott 2 MIS M) PICHT (AOAT YES CAn § NIS 3V
WPILY CPOSS:PIVEP T0 0-22 GET 0-23 (FRON RIOHT 10 LEFT NNIS @ WMCAN 1)
G-$3 QKCECEDS
. G54 1 APPLY CPOSS(PIIRP T0 ©-23 (NIFFIC 1051 (FRON G-52 AND G-53)
ASSICNG FROM « LEFT . NCAN o § . KON = 2
0-23 (LEFT (ADNT YIS CAN 3 MIS M1 RIGHT (CAN 0 RIS 3
ALY CPOSS.PHER YO 0-23 ﬂl 0-2¢ (FPON LEFT TD RIGHT MIS & WA 29

G-5¢ SUCCEEDS {
G-52 SUCCFEDS
-5 SUCTEEOS }
-3 SIXCECOS

G-8S : TP (PM 0.4 10 DESTPEDDOXCY (FPOR G-35 AND C-38)
0-2¢ (LEFT (Coti | WIS O PICHT TEOAY VS Can 2 MIS 3N
. G856 1 PEOUCE | 10 ® AT (LEFT Cali) OF D-2¢ (OIFIC D01 (FPON C-SS)
0-2¢ ILEFT (CANM | WIS W) PIGHT (ROAT YIS Cal 2 NIS 3N
. . GeS7 + MPRLY CPOSSPIER 10 D-J¢ 1OIIFIC 105) (FOON C-58)
ASSICNS FPON o LEFT . NCA o« |
0-2¢ (1CF1 1Cav § WIS 0 PICHT (BOAT YES CAN 2 M DY
... B-S8 1 PEOEL UNDFF 10 VES AT (LEFT BOATY OF 0-24 (DIFFIC 108 (FPOM




©-$7)
0-2¢ (LEPT (CAN ) NIS 01 PICHT (BDAY YIS (AN 2 MIS 30D
APPLY CPOSS:PIUEP 10 0-0¢ GEV 0-2S (FPOR PRI 10 LEFT MNIS O MCAN 3)
¢-58 Skeecos :
< . . G-§9 1 APTLY CPOSS:PIUER 10 005 !DIFFIC 1051 (7PN G-5? MO G-58)
ASSICNS PO - LETT . NCAN - )
0-25 ((EFT (DOAT YIS Chld 7 WIS ™ DI (CAN 1 WIS 3))
RPPLY CPOSS.PIIES T0 0-0S GET 0-76 (FPON 1EFT 10 PIGHT MU 6 NCAN 1)
0-76 1S NE SWE AS 0-2¢
G-$9 SKCFEDS
6-57 SXCELFOS
G-56 SAXCEEDS
. G-B) 1 IWESCON 0.7¢ T0 OFSIPEO:ORICT (FPON G-S§ WD G-56)
0-2¢ (LEFT (CON 3 MIS 01 PIGHT (AOAT WS CAM 2 NIS 30)
PEPEATEO GOML: G-60 G-5§

SELECT By MEM:0BY.  0-72
G-61 1 TRAWN VN 0-00 TO DESTPED: DRNCT (TPR -1
0-22 (WEFT (Can T MIS ™ PIOIT (O0RT YFS Cav § IS 3D
- G-62 1« PEOUCE 2 TO O AT (LEFT CAND OF O-00 1DTFFIC 2021 (FPOR G-61)
0-22 (LEFT (LM 2 MIS M P10 (ROAT YFS (AN § WIS 3NV
o o . G834 6PTLY (POSS: PP 10 0-32 1DIIFIC 1650 IFPON G-62)
FSSIONS FROM « LEFT . MO/ - ] . NCEN = 2
0-22 (FFT 10sd 2 HIS 91 PI(HY (00T YES CAaw | NS 3N
PEPEATED Ve + G-63 G-52

SELECY AY MEW:MBJ. 0-)
. G-Be : IPWH (SN (-7 10 MESIFED:DBIFCT 1FPON G-1)

0-C3 SLEFT (RO S (AN 3 MIS 111 PIIMY (o 1 NIS I

- G-BS 1 PEOULE 3 Y0 @ Y (LCFT CsW) OF 0-23 (DIFFIC 203y (FPOM G-6¢)
0-23 (LEFT 1RORT YFS (ot 3 NIS (1 PIOHT (Cov 0 MIS 31
#PPLY CPOSSPIUER TO 0-03 (FT 0-27 ¢FPOM LEFT 10 PIGHT WIS @ NCAN 2)
0-37 IS VE S &5 0-0¢
G-65 SuCceeos

. G-68 1+ TRNTI(WM Q-74 TO OFSIPEO: 0BJECT (FRON G-6¢ oD G-65)
0-24 (LEFT 10 ) MIS AY PIMHT TROAT YES (AN 2 WIS 3V)
FEPEATED (DL G-68 G-5S

SELECY Y Mw:(BJ. 0-0S
« G-67 1 TPs&SI OV 0-7S TO DESIPE0:0RJECT (FPOM G-1)
0-35 (LEFT 1ROAT YES (6N 2 MIES M) PIHT (Cen ) nIS 3N
« - G-68 2 PEOUCL 2 TO N AT (LEFT Comd OF 0-TS IDIFFIC 202) (FPOM G-671
0-35 (LEFT +BONT YES (oW 2 MIS M PIGHT 10AN ) RIS 3N
mv CPORS:PIHAP 10 0-05 GFT 0-08 (FPOM LEFT 1D PIDO' mis 8K 2)
0-J9 IS THE SAE RS OFSIPED:ORJECT
G-68 SUCCEEDS
.« G-89 1 TR (Pr DESIPED:OBJFCT TO OFSIPED:DRJECT (FPOM G-67 A G-6B)
DESIPED:DRJFCT (LEFT (CAN OIS O) PIGHT (ROAY YES CaN 3 MIS 3')
G-69 Ssucceos
G-67 KCECOS
G-1 SCCEEoS

SUCCEED fTOP DESIFED:ORUECTY
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MISSIOMWIES sND (AWWINYLS MC) WITH BSIMN; OP0FP OM Y .

G-1 ¢+ TP (MM INTTIIQ (ORJFCT TO DESIPTO:ORNCT 17 PON TOP) '
LOC:PPOG LP-1 1 EFT WD
LOCIPPOG LP-~ 1LEFT MIS)
LOC!FPOG LP-3 (1EFT ADATY
. G=2 1 PEOUCL 3 10 6 AT ILEFY G OF INITIAL :CRECT 1DIFFIC J03Y (PPN G-))
APPLY CPOSS:PINEP T0 INMITISL (0BJFCY CET 0-1 (FPQM LEFT 10 PICHT MNIS A Kol 2)
6-2 SAKCEEDS
LG9 r TRANSI (PN 01 TO OFSINED:DBIFCT (FAON C-1 AND G-20
0-1 (LEFT (CAN J MIS 31 PIGHT (NORT VS Ol T MIS AT
.. G901 PEOLCE 3 10 O AT (LEFT MISH OF O-1 fOIFFIC 20X (FPON G-31
O-1 (LEFY (CéN § MIS 31 PICHT IBDAT YIS Cidt 2 IS AY)

SR T TR L R e

SENAVIOR TRACES £ OB T OTIER TASKS r.

Lo o 65+ APRLY CPUSSPIVER YO D) (DIFFIC 166) (TROY G-
: ATEICNS FROM « LEFT . WIS = ¢ . IS » 2
0=) 1LEFT (CAN 3 WIS 3 RIDN (MOAT VES O 2 WIS B1)
. G-6 1 PEOUCT UNDIF 10 YIS AT (LEFT BOAYY OF O-) (DIFFIC 106) (FRON G-S»
0-1 ILEFT (CAN | RIS 30 PICHT (MOAT YFS CAN & WIS 01
SPPLY CPOSS-PIIER 10 0-1 GET 0-2 (FOON RICHT T0 LEFT MNIS O MCAN )
G-6 scteeos
. Ge7 1 APRLY CPOSS:PIVEP 10 0-2 (DIFFIC 105) (FROR G-§ MWD C-6)
MSSIOVE RO - LEFT . NS - | . NNIS - 2
0-2 (LEFT (ADAT YIS CAN 2 NIS 3) PIOAT (CAN 1 MIS 81)
APPLY CPOSS: PINEW 10 0~2 GET O-3 (FRON LEFT TO RICHT MNIS 1 ICAN &)
G-7 |LCLL0S
G-$ KUTECoS
6-4 SULCEEOS
. G-0 1 TR 0P 0-3 10 DESIPED:0BJECT (FPON G-3 A C-O
0-3 (LEFT (CAN 2 MIS D1 RIOHT (RONT YES Co | NIS 101
.. 6% PEOMCE 2 1D & AT (LEFT Cad OF D-2 (DIFFIC J02) (raOn G-8)
03 (LEFT (CaN 2 IS 2) RIGHT (BOAT YIS CAN § MIS 1)
LOC:POOC LP-¢ (PI0NT WIS
. G-18 1 APPLY CPOSS:PIIEP 10 0-3 (DIFFIC 105) (FRON G-
ASSICNS TP - LEFT . MCAN = § . IKaN o 2
0-3 (LEFT (CA 2 WIS 2V PICHT (ROAT YIS CaN | IS 1IN0
C-11 + PEOUCE \MDFF 10 YES AT (LEFT SOAT) OF 0-3 (DIFFIC 165) (FPOR
c-1™
0-3 (LEFT 1Cev 2 WIS 2) PI(MT 1BORT YES CaW ) MIS 1)
., RPPLY CPOSS PIIEP T0 0-3 GET 0-¢ (FPOM RIGNT TO LEFT MMIS | NCAN O
0-4 1S g SwE a5 02
G-11 SRCEEOS
C-17 + APALY CPOSS:PILEP YO 0- (OIFFIC 106 (FROM G-10 AND G-11)
ASSIGNS FPOM - LEFT . NCAN - ) . MCAN « 2
0-2 (LEFT (ROAT YES (AN 2 NIS 31 RICHT (CAN ) RIS OV
APPLY CPOSS:PIUER 10 -2 GET 0-5 (FPON LEFT YO PIGHT MNIS @ NCAN 2)
G-12 SWCCEEDS
G-10 SUCCECOS
C-9 Succeeos
+ « 6-13 1 TPANSI (WM 0-S TO DESIPED: DBJLCT (FWON G-8 WD G-9°
0-S (LEFT (Cov @ MIS 31 RIGHT (BDAT YFS (AN 3 NIS V)
. 614 + PEOUCE 3 TOD © AT (LEFT MISY OF 0-S (OIFFIC 203) (FRON C-13)
L 0°S (LEFT (Can A NS 3) RIGHT (BORT YES CA 3 NIS @)
ND PROGPESS. G-14 FANLED
TIWEHOP PETPY 8 HCT) G-13

RETPTG OLO G-1)
APPLY CPOSS PIIEP TO D-3 GET O-6 (FROM RIGHT 10 LEFY MHIS 2 NCAN §)
0-6 IS THE S€ &% INITIAL: OBXECT

C-11 SUCTEEDS
L. G-1S 1 APRLY CPOSSIRIUER TO INITIAL sOBJECT (DIFFIC J05) (FRTN T 13
»O0 G-11)

MESIOB FROM » LEFY . NCAM o | - NOMI = 2
APPLY CPOSS:PIIER T0 INITIAL CQJECT GET O-7 (FROM LEFY O RIGHT MM1S
e 2)
0-7 IS NE SWE 65 0-1
C-1S SUCCEEDS .
G-19 SUCLEEDS
-9 SUCCEEDS
. G-18 1 TAWSFOPM 0-1 TO DESIPED: OBCT (FRON G-§ AND G-90
01 (LEFT ICha 1 MIS 31 PIGHT THORT YIS (AW 2 MIS @1
#EPEATED GO ¢ C-16 C-3

PN OLD C-1t
s e e e o 4 617 1 APPLY (PUSS:PIIER TO 0-3 (OIFFIC 201) (FRON G-11)
#SSICNS 10 - LEFY
0-3 4LEFT (CAN 2 RIS 2 RIGMT (BOAT YES CAN { MIS 11)
MO PPOCRESS. C-§7 .G-11 FAILED
C-17 FAILED
G-11 ralLto
PTG L-1
C-10 FALED
PETRYING G-9

o . G-10 o APRLY CPOSS:PILER 1D 0-3 (OIFFIC D01) (FRON G-90

OSSIONS FPOM o LEFY . KGN o | . NCON o 2

0-3 (LEFT (CaN 2 RIS &) PIGHT (BONY YIS Cal | RIS 110

. G=19 + FEOUCE | Y0 O AT (RI(HT MISY OF O-3 (DIFFIC 2010 (FROM G-19)
O3 (LEFT (CAW 2 IS 01 PICHT (MY viS (ol | MIS I
MPTLY CPOSS-PINEP 10 0-3 CET 0-0 (FPON RICHTY Y0 LEFY KAIS 1| NCAN &
0-0 IS 1 SWE #5 0-2
0-0 1S & SWE a5 0-2
C-19 sweeeos

.. .. 620 1 SPTLY CPOSS:PIAR 10 D-2 (OIFFIC 2017 (FRON G-18 AND C-19}

ASSICNS FIXW o LEFY . MKAN = | o NCAN & 2
0-2 (LEFT (ROAT YLS CAN 2 118 3} RIGHT (CAM § BIS OY)
PEPEATED COMLt Go29 G-12

b
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PETPYING (LD G-6

APPLY CPOSS(RIER 10 0-1 GET 0-9 (FPON #1031 10 LEFT MNIS @ NCAN 2}
0-9 IS THE SWE o5 INITINL:AXNFCT

0-9 IS THE SWE RS INITIAL I ONJFCT

G-6 SUCCEEDS
« GO0 1 fPPLY CPOSS:PILEP TO INITIAL :OBJECT (OIFFIC 105) (FPOM G-5 AMD
G-61

ASSIGNS FPOM « LEFT , WIS « § . WIS » 2
APFLY CPOSSIPILEP YO INITIAL(RJECT CEY O-16 (FRON 1CFY TD PICHT MNIS
NCeN 9y
0-16 IS NE SWE aS 0-3
G-It NKCHEDS
G-§ SUCLELOS
G-4 SUCCEEDS
« G-22 + TPENSF(PM 0-3 70 DESIPEDDBJECT (FFOM G-3 AWD G-4)
0-3 (LEFT 1Cetv 2 WIS ) PIGMY (DDAT YIS CAN § WISt
PEPENTED GOAL: §-32 G-8

PETPYING (LD G-6
G-6 Fon o
PEIPYING € &
G-& Fulten '
PEICVING (. o ’
G-4 FnlifD
TPANS! (PR I 10 1 ECT: G-Q

PETPYING (D G-19

PP ¢ CPOSTPIUER TO DI GEY Q- 1L [FPOM PIGHT 1O LEFT NYIS | MCAN 1)
0-11 1S V€ SaNC aS [NIVI :(BIECT

0-11 IS ME SA€ &S INITIe (EIECT

G-19 SUCCEeos
- B~23 : fPPLY CPOSS:PIVEP 10 INITIAL :0BJECT 1DIFFIC D01 (FRON G-19
D G-19

ASSICNS FPOM « LEFT . NCAl - | . NCOM - 2
PEPLATID COM1 G-2 G-15

PETPYING (RO G-39
G-19 rajLeo
PETIPYING G-18
G-18 Fulted
IPYING G-Q
G-9 raNED
TRANSITPH PETRY SJECT: G-0

FETRYING (RO 6-1¢
e v e . G-2¢ 1 6PPLY CPOSS:PIIEP TO 0-5 (DITFIC 105 (FPOM G-14¢)
ASSIONS TPOM - LEFT . NMIS -~ 1 . MNIS . 2 .
0-6 (LEFT 100 A NG I3V PIMMT (NONT YES CAN 3 RIS AY)
ce e v s o 626 1+ PEDUCE UNDEF T0 YES AT 1LTFT BOATY OF 0-S (QIFFIC 1051 (FOON
G-24
0-5 (LEFY (Csn O MIS 3D PIGHT (AONT YES (kN 3 MIS 0
APPLY CFOSSIPIAEP T0 0-5 GET 0-32 (FROM RIFHT Y0 LEFT NIMIS @ KRN 1)
G-iS SUCCEEos
s e e 0 0 G2 v FPPLY CPOSS:PIVER TO 0-12 10IFFIC 10S) (TPOR G-24 AD G- 25!
ASSICNS FPOI o 1EFT , RIS - 1 . WIS = 2
D-17 1LEFY (GONT YES (AN | MIS 30 PI(HT (ON 2 HIS OV
APPLY CPOSSIPIIEP TO O-12 GET 013 (FPON LEFT TO PIGHT NS 2 AW
™
G-76 SUCEEos
G-2¢ MKCFEOS
G-14 SAKCEEos
- G-27 ¢ TRSWSSOPM (1-13 TO DESIFED - ORJECY (FPON G-13 O C-19)
0-13 (LEFT (CoeN 1 NS 11 PIGHT 1ADDM RS LW O BIS Ot
. G-20 ) PEOUCE 1 10 N ot (LEFT Coli) OF 0-13 1ONFIC DM (FPUM G-27)
0-13 HLEFT oCom § MIS 1) PIEHT 1Q0AT S O & MIS )
e oo B39 ePRLY CPOSS:PITER TO 0-13 1OIFIC 105 1FROM G-79Y
ASSICNS FROM . LEFT . NU/W -
O-13 oLEF1 (oo 3 MIS 19 PIMT (AONT YFS (W 2 WIS CIT
e e e e e G-30 1 PEQUKLE UNDEF TO YES AT 1LEFT G0N OF O-13 rOIFFIC 105) (
FPOM G- 7O
0-13 (LEFT (e 1 RIS 11 PICHT tROAT YES (Al 2 WIS 200
LOC:PPOG LP-S (PIM4T Codnr
APILY CPOSSIPI'RP 10 0-13 GET O-14 (FPOR PI(MT 1O LEFT MNIS |
‘ L C B
G-3® NXCEEOS
e e e C-3 + PPy CPORTPIIEP 10 014 (DIFFIC 105) (TPON G-29 AND G- 300
ASKIONS FPOM « (6FT . NUW « |
O-16 1LEFT 1NOAT YFS ChlN O MIS Ot PICHT 10ae ) RIS 1))
APALY CPORS:PIIEP 10 0-1¢ GLF 0-15 (FPOR LEFY T0 PIOHT WMMS |
NG 1)
0-15 18 T'¢ Sa€ »S 0-13
G-3) Swcttos
G-29 SALCECoS

. 1v-108

k. BEMAVIOR TRACLS 70R THE OMIER TASKS

G-20 SUKCECOS
cee oo Go32 ¢ IHNSIOPN 0-13 10 DESIPED:ORJECT 1PN C-27 D C-29)
T3 CLEFT (Cel 1 MIS 1) PICHT (NOAT YFS Can 2 MIS 20
PEPEATED C . C-X0 G-27

PEIPYING (O G-
G-J8 TalLED
TPSP O PETPY BERCT: G-27

PEIPYING (0D (-7

APTLY (POSS-PHEP TD D-S (ET 0-16 (FPOM RIGS TD LEFT WIS 0 MCew 20
. 0-16 IS 1€ € AS O-0

0-16 15 M€ Swg o5 (-2

G-T5 MKTEEOS

G-23 : @PPLY [POSS:®IVEP 10 D-2 (DIFFIC 1050 (FROM G-24 MWD G-259

HESIGNS FPOM o« LEFT . AM]S ~ ) ., WIS « 2

0-2 (LEFT (DOAT YIS G 2 NIS 31 RIGHT (CAN 1 NS 8))

PEPEATED COML: G-33 6-7

PETIPYING (ULD (-2
C-$ Fantep
PETPYING G- ¢
G-J¢ Falled
PETPYING (-1 ¢
G-14 Fall €O
TPNSF PR PETPY PEJECT, G-13

. 6-79 SUCCEEOs
G-20 SULCEEDS
oo o G35 TRWSI(PN 0-5 TO DESIPED.OBJECTY (FRON G-27 A C-200
0-5 (LEFT (CAN @ MIS 31 RICHT (BORT YES Ca 3 NIS 612
PEPEATED COAL' G-35 G-13

RCIPYING G- 09
G-29 FAILED
REINTING G-09
C-37 + #PRLY (WSS PTIER 10 D-)3 (OIFFIC 201) (FRON C-290
ASSICNS FPOM . LEFT . NCAN - |
0-13 (LEFY (CAN § MIS 1) RIGHT (BORT YIS CAN 2 WIS 010

PEIPYING OLD G- .

ARPLY CROSS:PIVER 10 0-13 GET O-17 (FRON & T0 LEFY MBIS 2
L < N U -

0-17 1S 1E SwE A5 0-12

G- SUCCEEDS .

o G-3¢ : 6PFLY CROSS:PIIEP 10 0-12 (DIFFIC 106) (FROM (-29 aMD G-I

WSSICNS 7PN « LEFT . MO « §

0-1Z ILEFT (ROAT YES CaN ) MIS 3) PIGHT (CAN 2 WIS &V

FPPLY CPOSS.PIER TO D-12 GET O-10 (FRON LEFT TO RIGIT WW]S @
NCasi 3

0-18 IS THE SWE A5 0§

C-3¢ SUCTEEDS

FEIRVING OLD C-30
« o G-38 1 APRLY CPOSS:PIER TO O-13 (DIFVIC 201) (FROM 6-39)
- OSSTONS 10 - LEFY
O-13 (LEFY (CAN 1 NIS 1) RIGHT (BDAT YES D¢ 2 MIS 21
ND PPOCPESS. C-36 C-30 FRILED
G-3 FalLED
G-30 FalLED

. G-30 ) PEOUCE 2 10 1 AT (PIGHT NIS) OF O-19 (DUFFIC 2911 (FPON
G-
D-13 CLEFT (CAN § MIS 1) RIGMY (BOAT YES CAN 2 NS 2))
WPMLY CPOSS:FIEP T0 0-13 GEV D19 (FPON RIDAT 70 LEFT NNIS 3
L < B}
0-19 IS NE SwE a5 O-1¢
0-19 1S 1€ SAt &5 0-1¢
G-3 SLCEros
. B39 1 6PRLY CPOSS:PIIEP 10 O-14 (DIFFIC 2010 (FPOM C-37 AND C-30°
ASSIONS FRORY - LEFT . NCaM - )
0-14 (LEFT (nOAT YIS Colv & AIS 20 PIGHT (OAN ) NIS 1))
REPEATIO COAL: G-39 G- ’

REIPVING OULD G- .
© . G40 1 APTLY CPOSS:PIEP TO 0-13 1OIFFIC 2081 (FOOIY C-387
MSSIONS AW . PIGHT , WIS -}
0-12 (LEFT (CAN 1 WIS 1) PITHL (EDAT YIS CAN 2 MIS 2N
va. Ge4) 0 PEDUCE 2 TO | AT (PICT Cont OF 0-19 (DITFIC D030 ¢
PO G-40y
0~13 1LEFT ICAN 1 WIS () RIGHT (ADAT TCS Can 2 WIS 231
APPLY CPOSS PILER 10 0-13 GET 0-20 (FROM @IONT 10 LEFT MNIS I
N 1y
0-20 1S NE SHE 45 0-1¢
0-20 1S NE SWE A5 0-1¢
G- 41 SUCCLLoS
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« v G642 1 APRLY CPOSS:PI\ER TO 0-14 (DIFFIC 201} (FPON G- 40 AD
G-+
ASSIGNS FRXWE « PIGHT . WIS « |
0-14 (LEFT 1QONT YES (/N T MIS 20 PIGHT ((aN | WIS 1N
LOC:PROGC LP-6 (PI(HT ADAT
Ce e e e . 6-¢3 o PEDULE (NDEF TO YES AT IPICHTY BOAT) OF D-14 (DIFFIC
105 (FPOM G-o0)
0-14 (LEFT ¢OONT YES Osd 2 MIS ) PIGHY (0ol | WIS 1))
APPLY CPOSSIPTIEP T0 Q-14 GET 0-21 (FPOM LEFT TO PIGHT MMIS
1 N 1)
0-21 1S HE SAE AS 0-13
G-43 SUCTECDS
. . G-44 , RPPLY (POSS:PINEP 10 0-13 1DIFFIC 105! (rRON G-42
AND (- 43
ASSIGNS FPOM o PI(MT . MRIS - |
0-13 (LEFT (Csdw ) MIS 11 PIENY (RORT YIS il 2 WIS 200
APPLY CPOSS:PIIEP TO 0-13 (L1 0-22 {FPOM PIGAN 10 LEFT YIS
1 NCetv 3
0-22 IS NE SwE AS O-1¢
0-22 1S THE SArE #S 0-14
G-4¢ SICEEOS
G-42 SLECOS
G- 4¢ SCCEEDS
G-38 MKCETOS
. G-48 1 6PPLY CPOSS:PIUER T0 -3¢ (OIFFIC 201D (FOON G-37 aND G-30)
HSSICNG TPOM « LEFT . NCIN o |
0-3¢ CLEFT IAOGT YFS (ol 7 MIS ) PICHT (CAN ) RIS 100
PELPEATID COW.: G-4% G 3t

PLIPYING (AN (-43
APPLY CPOSS:PIUER "D D14 GET 0-23 (FPOM {EFT 10 PIGHT WIS

2 NCEN R}
G-43 SULCELns
.......... G-46 « NPPLY CPOSSIPIIEP 10 0-23 1DIFFIC 195) (FoQM G-92
D G-43)

ASSIGNS FRON « PIGHT . NM)S »
0-33 (LEFT 106N 2 MIS M) PITHT (ROAT YES CAN § MIS 3))
e e e e e e . .. G474 PEDUCE 3 TO O AT (PIGHT M1S) OF 0-23 (DIFFIC 2010 ¢
FPOM G- 46!
0-23 (LEFT (0w & NIS ) PICHT tROAT YES Con § WIS 3D
ND FPOGPESS. C-47 FAILED
RETPYING G-46
. C-48 « PERIE 3 70 1 AY (PICHT MIS} OF D-03 (DIFFIC 2O} ¢
FPOR G- 46}
23 (LEFT (ChN 2 MIS 71 PICHT (ADAT YES Can 1 NS 3N
NO PPOGPESS. G- 48 FAILED
RETPTING G %6
G-96 FAILED
PETPTING G-43
e e G-49 . APPLY CPUSS PIVEP T0 0-14 (OIFFIC 2911 crmm G-
ASSICNS 10 - PIGMT
D-1¢ (LEFT (ROAT YFS CAN = MIS T) PIGHT (Co 1 RIS 1N
NO PPOGPESS. G- 49 G-43 FaltED
G-49 FalLED
G-43 FalLED
PETPYING G-47
e e e e e e e C-S@ « PEOUCE 2 TO f AT (LEFT CW) OF O-19 (OIFFIC 201D (¢
ron G-42) ’
0-14 (LEFT TRORT YES Can C MIS 21 PIGHT (CAm i MIS 30
. NO PPOCPESS. G-50 Fall €D
PEIPYING G- 47
G-42 rRnLED
PEIPYING G-41
G-SL | FPPLY CPOSS:PIIEA 10 0-13 1DIFFIC J01) (FPON G-41)
ASSICNS FPOM « PICHT . AN + |
0-13 1LEFT (Coae ) MIS 1) OIOMT (ADAY YTS Ca T HIS 21)
L G-S2 ¢« PEOMKCE 2 TO 1 AT 1PICMY NIS) OF 0:1) (OIFFIC 2010 ¢
fFeon -S1)
0-13 (LEFT (Codd | MIS 1) PICHT (ROAT YES (AN 2 MIS 20
PEPERTED CONY G-S2 G- 0

PEILVING (VD G-
G-3D FAltED
PEIPVING C-3°
G-3? raneo
PERERITO FAIL: G-{8

PTIPTING (MO G-¢)
C-4) rantto
PEIPYING G-90
G-e¢ ranLLO
PEPEATFD fall: C- W

w9

o L LI UNE

PTG RO G-47
. C-53 1 APTLY TWOSS:PIVER 10 0-23 (DIFFIC 291) l"ﬂl
G
ASSICNS FPON - PIGHT . WIS - |
0-27 (LEFT (CAN 2 MIS M PICNT [BDNY YES CAW ) MIS
RPEATIO CONL: G-53 G-48

s e e e e

FEINVING OLO G-¢7
e e e e . G54 1 APRLY CPOSS:PIER TO D-23 (DIFFIC 202) (FROM
! G-
MGSIOG TO0N - PIGHT . MNS »
0-23 (LEFT (Calv 2 MIS 81 RIGHT (BOAT YES O | NIS 4
NO PROGPESS. G-S¢ C-47 FAILED
G-%¢ FAILED
G-4? ralLED
PEPEATID FAIL: G-

‘PETRTING (RO C-S0

MPPLY CPOSSPIVES TO D-14 CEY 0-2¢ (FRON LEFT YO RIGHT lq
1 NCAN )Y

0-2¢ 1S NE SWE A5 0-13

8-5¢ SUCCEEDS

.......... G-55 : aPPLY CPOSSPILER 10 D-13 (DIFFIC J91) (FRON G-42

M0 C-Se)

NSSIGNS FROM « PICHT . NS & )

0-13 (LEFT tCAN | MIS 1) PICHT (BDAT YES CAN 2 WIS 2

PEPLATED COAL: G-56 G-44

PETPYING (LD G-5¢
. £-56 . #PPLY CPOSS.PILEP YO 0-1¢ IDIFFIC 291) (FPOM c—*
ASSIGNS TPOR » LEFT . NCAN o+ )
0-14 (LEFT (BOAT YES CAN 2 WIS 2) RIGHT (CAN | MIS 1))
PEPEATLD COW1 G-56 G-31

PEIPTING OLD G-Se
G-50 FalLED
REREATED FAIL) G-42

APPLY (PSS PIIER 10 D-23 GET 0-25 (FROM RIDHT tnrcve
NS 2 AN @
0-25 IS THE SWE #S 0-1¢
) D-2% IS DE S¥E AS D-14
G40 SUCLEEDS
e C-S7 1 GPPLY CPOSS:PIVER TO D-1¢ (OIFFIC 202) (FROM G-
A0 G-
ASSIONS FROM - PIGHT . NMS o 1
0-14 (LEFT (BORT YES CAN 2 MIS 2) RIGHT (CAN 1 MIS 11)
FCPEATED GOAL: 6-57 G-42

RCIPYING (LD C-48 A

RECIRTING OLD G-49
.......... . . G-58 1 APPLY CPOSS:PIUER 1O 0-23 (DIFFIC 201) (FPONY
G-e8t
ASSIONS FROM - RIGHT . NM)S « 1 . WIS « 2 1
D-23 (LEFT (CAN 2 MIS M) PIGHT (BOAY YES CAN | MIS 3%
. 6-59 1 PEDUCE 3 TO 2 AT (PIGHT WIS OF 0-23 (DIFFIC
2@l (FPOIt G-581
0-23 (LEFT (CON 2 MIS @) PIGHT (BOAT YES O | WIS
PEPEATED COAL: G-59 G-47

REIRTING OLD G-48
e e e e e e €-60 + APPLY CPOSS:®#IVEP 10 D-23 (DIFVJC 202) (FRON
. G-
ASSICNS FOON « PICHT . WAIS o | . NMIS « 2
0-22 (LEFT (CoM 2 MIS ™) BIGNT (BOAT YFS CAN 1 nIS 30§
. G-61 + PEOUCC 3 TO | AT (RIGHT MISY OF D-C3 (DIFFIC
2021 (FPOR G-60)
0-23 (LEFY 1Cal 2 NIS @) RIGHT (BOATY YES Caw | HIS‘
PEPEATED GONL: G-6) C-o0

PETPYNG OLO G-48
G-40 Falll0 .
FEPEATED TATL: G-98

{
PETPYING QLD C-2 1
#PTLY CPUSS.PINEP 10 thiTIAL CBUCCT GET 0-28 (FRON LEFY TO RIGA NAIS 1
" .
| 0-25 15 1E S #5 0-3
6-2 SUCLEEOS
. G-&2 ¢ TRENS/(PW 0-3 10 DESIPED/CBJECT (PPN G-} AND G-2)
0- SLEFY (LAN 2 WIS 3) PIDN (RDAT TES CAM § MIS 1))
WALATEO GO G-62 G- 20

AT ARG L O A S D




r. SEMAVIOR TRACES FOR TIE OTIER TASHS

PETPYING LD G-2
APPLY CrOSSIPIVER TO INIT)AL (OBJECT GET 0-27 (FPOR LEFT Y0 PIGHT NNIS @ NCAW
. 13
G-2 Sucteens :
« G-63 1 TRRWSFOPR 0-07 TO NESIPEDNRIFCT (FAOM G-) AND G-J)
0-27 (LEFT 0ol 2 WIS 3) PI(HT (AOMT YFS (AN 1 AIS On)
. G-6¢ : PEOUCE 3 TO N AT (LEPT NISH OF 0-C7 (DIFFIC S0 1FPOM G-63
0-27 (LEFT (Lo 2 MIS 30 PICHT (ROAY VTS (o | MIS A .
o+ G-6S : OPPLY CPOSS:PIEP 10 0-07 (DIFFIT 1050 (FPOM G-64)
ASSIINS FPOM . LEFT . NRIS - ) . WIS - 2
0-27 WLEFY 1Ced 2 MIS 3) PICHT (DONT VES (aN 1 MIS a)
. . G-686 : PEONCF UNDEF T0 YES AT (LEFT RDRY) OF 0-27 (DIFFIC 105) (FPON

G- €51
0-27 1HLETFT 1Ce0 2 WIS 31 PIGHT (ADRT YES CaN | MIS 01)
. APPLY CPOSS(PIIEP TO 0-T7 GET 0-78 (FPOM PIGHT YO LEFT NSIS @ NCAaW 1)

0-T0 IS TE SvE mS INITIMDAJCT
0-28 1S NE Sief oS INIV L ORJECT

G-66 SIKCFEDS
. .o G687 1 APPLY CPOSS.PIEP Y0 INITIAL1ORIECT (DIFFIC 1050 (FRON G-65 AND
G-66)

CASIONG FPOM « LEFT . NMIS o 1 . NMIS & 2
PEPEMTD (4. G-&7 6 T)

PEIRPTING (WD 66
G-6F FelL60
PEIFIING G BY
G &5 FATLED
PLIPYING (-6¢
G-6¢ FRILED
TIPS P11 PETPY PEJECT: -63 .

RETRYING 01D -0
G-2 FANLED
TRYNSHOPH PETPY PEJECT: G-1

RUN TIME 42 MIN. S5 3 SIC
€xan ™y Fire ey EF e/ w

11478 67246 4700 IR 2.68 1.69 1.5? .
0.225 ©.382 @.601 0.183 SEC MK

7969 INSEPTS 6121 OELETES 1966 WPWINS 634 MW 0BJICTS
PRxX (SPPX LENGTH 142

CORE 1FPEE.FURLY: 17394 . 310D USED (-S50% . -2181)
FIRED 140 OUT OF 7E1 PPODS







